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Abstract

This paper constructs translation-invariant operators on L2.Rd /, which are Lip-

schitz-continuous to the action of diffeomorphisms. A scattering propagator is a

path-ordered product of nonlinear and noncommuting operators, each of which

computes the modulus of a wavelet transform. A local integration defines a win-

dowed scattering transform, which is proved to be Lipschitz-continuous to the

action of C2 diffeomorphisms. As the window size increases, it converges to a

wavelet scattering transform that is translation invariant. Scattering coefficients

also provide representations of stationary processes. Expected values depend

upon high-order moments and can discriminate processes having the same power

spectrum. Scattering operators are extended on L2.G/, where G is a compact

Lie group, and are invariant under the action of G. Combining a scattering on

L2.Rd / and on L2.SO.d// defines a translation- and rotation-invariant scatter-

ing on L2.Rd /. © 2012 Wiley Periodicals, Inc.

1 Introduction
Symmetry and invariants, which play a major role in physics [6], are making

their way into signal information processing. The information content of sounds

or images is typically not affected under the action of finite groups such as trans-

lations or rotations, and it is stable to the action of small diffeomorphisms that

deform signals [21]. This motivates the study of translation-invariant representa-

tions of L2.Rd / functions, which are Lipschitz-continuous to the action of diffeo-

morphisms and which keep high-frequency information to discriminate different

types of signals. We then study invariance to the action of compact Lie groups and

rotations.

We first concentrate on translation invariance. Let Lcf .x/ D f .x � c/ denote

the translation of f 2 L2.Rd / by c 2 Rd . An operator ˆ from L2.Rd / to a

Hilbert space H is translation-invariant if ˆ.Lcf / D ˆ.f / for all f 2 L2.Rd /
and c 2 Rd . Canonical translation-invariant operators satisfy ˆ.f / D Laf for

some a 2 Rd that depends upon f [15]. The modulus of the Fourier transform

of f is an example of a noncanonical translation-invariant operator. However,

these translation-invariant operators are not Lipschitz-continuous to the action of

diffeomorphisms. Instabilities to deformations are well-known to appear at high
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frequencies [10]. The major difficulty is to maintain the Lipschitz continuity over

high frequencies.

To preserve stability in L2.Rd / we want ˆ to be nonexpansive:

8.f; h/ 2 L2.Rd /2 kˆ.f / �ˆ.h/kH � kf � hk:
It is then sufficient to verify its Lipschitz continuity relative to the action of small

diffeomorphisms close to translations. Such a diffeomorphism transforms x 2 Rd

into x � �.x/, where �.x/ 2 Rd is the displacement field. Let L�f .x/ D f .x �
�.x// denote the action of the diffeomorphism 1 � � on f . Lipschitz stability

means that kˆ.f / � ˆ.L�f /k is bounded by the “size” of the diffeomorphism

and hence by the distance between the 1 � � and 1, up to a multiplicative constant

multiplied by kf k. Let j�.x/j denote the euclidean norm in Rd , jr�.x/j the sup

norm of the matrix r�.x/, and jH�.x/j the sup norm of the Hessian tensor. The

weak topology on C2 diffeomorphisms defines a distance between 1�� and 1 over

any compact subset � of Rd by

(1.1) d�.1; 1 � �/ D sup
x2�

j�.x/j C sup
x2�

jr�.x/j C sup
x2�

jH�.x/j:

A translation-invariant operatorˆ is said to be Lipschitz-continuous to the action

of C2 diffeomorphisms if for any compact � � Rd there exists C such that for all

f 2 L2.Rd / supported in � and all � 2 C2.Rd /

(1.2) kˆ.f / �ˆ.L�f /kH � Ckf k�

sup
x2Rd

jr�.x/j C sup
x2Rd

jH�.x/j�:

Since ˆ is translation invariant, the Lipschitz upper bound does not depend upon

the maximum translation amplitude supx j�.x/j of the diffeomorphism metric (1.1).

The Lipschitz continuity (1.2) implies that ˆ is invariant to global translations, but

it is much stronger. ˆ is almost invariant to “local translations” by �.x/, up to the

first- and second-order deformation terms.

High-frequency instabilities to deformations can be avoided by grouping fre-

quencies into dyadic packets in Rd with a wavelet transform. However, a wavelet

transform is not translation invariant. A translation-invariant operator is constructed

with a scattering procedure along multiple paths, which preserves the Lipschitz

stability of wavelets to the action of diffeomorphisms. A scattering propagator

is first defined as a path-ordered product of nonlinear and noncommuting oper-

ators, each of which computes the modulus of a wavelet transform [13]. This

cascade of convolutions and modulus can also be interpreted as a convolutional

neural network [11]. A windowed scattering transform is a nonexpansive operator

that locally integrates the scattering propagator output. For appropriate wavelets,

the main theorem in Section 2 proves that a windowed scattering preserves the

norm: kˆ.f /kH D kf k for all f 2 L2.Rd /, and it is Lipschitz-continuous to C2
diffeomorphisms.

When the window size increases, windowed scattering transforms converge to

a translation-invariant scattering transform defined on a path set xP1 that is not
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countable. Section 3 introduces a measure � and a metric on xP1 and proves that

scattering transforms of functions in L2.Rd / belong to L2. xP1; d�/. A scattering

transform has striking similarities with a Fourier transform modulus but a different

behavior relative to the action of diffeomorphisms. Numerical examples are shown.

An open conjecture remains on conditions for strong convergence in L2.Rd /.
The representation of stationary processes with the Fourier power spectrum re-

sults from the translation invariance of the Fourier modulus. Similarly, Section 4

defines an expected scattering transform that maps stationary processes to an l2
space. Scattering coefficients depend upon high-order moments of stationary pro-

cesses and thus can discriminate processes having the same second-order mo-

ments. As opposed to the Fourier spectrum, a scattering representation is Lipschitz-

continuous to random deformations up to a log term. For large classes of ergodic

processes, it is numerically observed that the scattering transform of a single re-

alization provides a mean-square consistent estimator of the expected scattering

transform.

Section 5 extends scattering operators to build invariants to actions of compact

Lie groups G. The left action of g 2 G on f 2 L2.G/ is denoted Lgf .r/ D
f .g�1r/. An operator ˆ on L2.G/ is invariant to the action of G if ˆ.Lgf / D
ˆ.f / for all f 2 L2.G/ and all g 2 G. Invariant scattering operators are con-

structed on L2.G/ with a scattering propagator that iterates on a wavelet trans-

form defined on L2.G/, and a modulus operator that removes complex phases. A

translation- and rotation-invariant scattering on L2.Rd / is obtained by combining

a scattering on L2.Rd / and a scattering on L2.SO.d//.
Available at www.cmap.polytechnique.fr/scattering is a package of

software to reproduce numerical experiments. Applications to audio and image

classification can be found in [1, 3, 4, 18].

NOTATION. k�k1 WD supx2Rd j�.x/j, k��k1 WD sup.x;u/2R2d j�.x/� �.u/j,
kr�k1 WD supx2Rd jr�.x/j, and kH�k1 WD supx2Rd jH�.x/j where jH�.x/j
is the norm of the Hessian tensor. The inner product of .x; y/ 2 R2d is x � y. The

norm of f in a Hilbert space is kf k and in L2.Rd / kf k2 D R jf .x/j2 dx. The

norm in L1.Rd / is kf k1 D R jf .x/jdx. We denote the Fourier transform of f

by yf .!/ WD R

f .x/e�ix�! d!. We denote by g ı f .x/ D f .gx/ the action of a

group element g 2 G. An operator R parametrized by p is denoted by RŒp� and

RŒ�� D fRŒp�gp2�. The sup norm of a linear operator A in L2.Rd / is denoted by

kAk, and the commutator of two operators is ŒA; B� D AB � BA.

2 Finite Path Scattering
To avoid high-frequency instabilities under the action of diffeomorphisms, Sec-

tion 2.2 introduces scattering operators that iteratively apply wavelet transforms

and remove complex phases with a modulus. Section 2.3 proves that a scattering is

nonexpansive and preserves L2.Rd / norms. Translation invariance and Lipschitz

continuity to deformations are proved in Sections 2.4 and 2.5.
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2.1 From Fourier to Littlewood-Paley Wavelets
The Fourier transform modulusˆ.f / D j yf j is translation invariant. Indeed, for

c 2 Rd , the translation Lcf .x/ D f .x � c/ satisfies bLcf .!/ D e�ic�! yf .!/ and

hence j bLcf j D j yf j. However, deformations lead to well-known instabilities at

high frequencies [10]. This is illustrated with a small scaling operator, L�f .x/ D
f .x � �.x// D f ..1 � s/x/ for �.x/ D sx and kr�k1 D jsj < 1. If f .x/ D
ei��x �.x/, then scaling by 1� s translates the central frequency � to .1� s/� . If �

is regular with a fast decay, then

(2.1) kj bL�f j � jbf jk � jsj j�j k�k D kr�k1 j�j kf k:
Since j�j can be arbitrarily large, ˆ.f / D j yf j does not satisfy the Lipschitz

continuity condition (1.2) when scaling high frequencies. The frequency displace-

ment from � to .1 � s/� has a small impact if sinusoidal waves are replaced by

localized functions having a Fourier support that is wider at high frequencies. This

is achieved by a wavelet transform [7, 14] whose properties are briefly reviewed in

this section.

A wavelet transform is constructed by dilating a wavelet  2 L2.Rd / with a

scale sequence faj gj2Z for a > 1. For image processing, usually a D 2 [3, 4].

Audio processing requires a better frequency resolution with typically a � 21=8

[1]. To simplify notation, we normalize a D 2, with no loss of generality. Dilated

wavelets are also rotated with elements of a finite rotation group G, which also

includes the reflection �1 with respect to 0: �1x D �x. If d is even, then G is

a subgroup of SO.d/; if d is odd, then G is a finite subgroup of O.d/. A mother

wavelet  is dilated by 2�j and rotated by r 2 G,

(2.2)  2j r.x/ D 2dj  .2j r�1x/:

Its Fourier transform is y 2j r.!/ D y .2�j r�1!/. A scattering transform is com-

puted with wavelets that can be written

(2.3)  .x/ D ei��x�.x/ and hence y .!/ D y�.! � �/;
where y�.!/ is a real function concentrated in a low-frequency ball centered at

! D 0 whose radius is of the order of 	 . As a result, y .!/ is real and concentrated

in a frequency ball of the same radius but centered at ! D �. To simplify notation,

we denote 
 D 2j r 2 2Z � G, with j
j D 2j . After dilation and rotation,
y �.!/ D y�.
�1! � �/ covers a ball centered at 
� with a radius proportional to

j
j D 2j . The index 
 thus specifies the frequency localization and spread of y �.

As opposed to wavelet bases, a Littlewood-Paley wavelet transform [7, 14] is a

redundant representation that computes convolution values at all x 2 Rd without

subsampling:

(2.4) 8x 2 Rd W Œ
�f .x/ D f ?  �.x/ D
Z

f .u/ �.x � u/du:
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Its Fourier transform is

2W Œ
�f .!/ D yf .!/ y �.!/ D yf .!/ y .
�1!/:

If f is real then yf .�!/ D yf �.!/, and if y .!/ is real then W Œ�
�f D W Œ
�f �.

Let GC denote the quotient of G with f�1; 1g, where two rotations r and �r are

equivalent. It is sufficient to compute W Œ2j r�f for “positive” rotations r 2 GC.

If f is complex, then W Œ2j r�f must be computed for all r 2 G D GC � f�1; 1g.

A wavelet transform at a scale 2J only keeps wavelets of frequencies 2j > 2�J .

The low frequencies that are not covered by these wavelets are provided by an

averaging over a spatial domain proportional to 2J :

(2.5) AJf D f ? �2J with �2J .x/ D 2�dJ�.2�Jx/:

If f is real, then the wavelet transform WJf D fAJf; .W Œ
�f /�2ƒJ
g is indexed

by ƒJ D f
 D 2j r W r 2 GC; 2j > 2�J g. Its norm is

(2.6) kWJf k2 D kAJf k2 C
X

�2ƒJ

kW Œ
�f k2:

If J D 1 then W1f D fW Œ
�f g�2ƒ1
with ƒ1 D 2Z � GC. Its norm is

kW1f k2 D P

�2ƒ1
kW Œ
�f k2. For complex-valued functions f , all rotations

in G are included by defining WJf D fAJf; .W Œ
�f /�;��2ƒJ
g and W1f D

fW Œ
�f g�;��2ƒ1
.The following proposition gives a standard Littlewood-Paley

condition [7] so that WJ is unitary.

PROPOSITION 2.1. For any J 2 Z or J D 1, WJ is unitary in the spaces of
real-valued or complex-valued functions in L2.Rd / if and only if for almost all
! 2 Rd

(2.7) ˇ

1
X

jD�1

X

r2G
j y .2�j r�1!/j2 D 1 and

j y�.!/j2 D ˇ

0
X

jD�1

X

r2G
j y .2�j r�1!/j2;

where ˇ D 1 for complex functions and ˇ D 1
2

for real functions.

PROOF. If f is complex, ˇ D 1, and one can verify that (2.7) is equivalent to

(2.8) 8J 2 Z j y�.2J!/j2 C
X

j>�J;r2G
j y .2�j r�1!/j2 D 1:

Since 3W Œ2j r�f .!/ D yf .!/ y 2j r.!/, multiplying (2.8) by j yf .!/j2 and applying

the Plancherel formula proves that kWJf k2 D kf k2. For J D 1 the same result

is obtained by letting J go to 1.
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Conversely, if kWJf k2 D kf k2, then (2.8) is satisfied for almost all !. Oth-

erwise, one can construct a function f ¤ 0 where yf has a support in the do-

main of ! where (2.8) is not valid. With the Plancherel formula we verify that

kWJf k2 ¤ kf k2, which contradicts the hypothesis.

If f is real then j yf .!/j D j yf .�!/j so kW Œ2j r�f k D kW Œ�2j r�f k. Hence

kWJf k remains the same if r is restricted toGC and is multiplied by
p
2, which

yields condition (2.7) with ˇ D 1
2

. �

In all the following, y is a real function that satisfies the unitary condition (2.7).

It implies that y .0/ D R

 .x/dx D 0 and j y�.r!/j D jy�.!/j for all r 2 G.

We choose y�.!/ to be real and symmetric so that � is also real and symmetric and

�.rx/ D �.x/ for all r 2 G. We also suppose that � and are twice differentiable

and that their decay as well as the decay of their partial derivatives of order 1 and 2

is O..1C jxj/�d�2/.
A change of variable in the wavelet transform integral shows that if f is scaled

and rotated, 2lg ı f D f .2lgx/ with 2lg 2 2Z �G, then the wavelet transform is

scaled and rotated according to

(2.9) W Œ
�.2lg ı f / D 2lg ıW Œ2�lg
�f:

Since � is invariant to rotations in G, we verify that AJ commutes with rotations

in G: AJ .g ı f / D g ı AJf for all g 2 G.

In dimension d D 1, G D f�1; 1g. To build a complex wavelet  concentrated

on a single frequency band according to (2.3), we set y .!/ D 0 for ! < 0.

Following (2.7), WJ is unitary if and only if

(2.10) ˇ
X

j2Z

j y .2�j j!j/j2 D 1 and j y�.!/j2 D ˇ

0
X

jD�1
j y .2�j j!j/j2:

If z is a real wavelet that generates a dyadic orthonormal basis of L2.R/ [14], then

y D 2
yz 1!>0 satisfies (2.7). Numerical examples in the paper are computed with

a complex wavelet  calculated from a cubic-spline orthogonal Battle-Lemarié

wavelet z [14].

In any dimension d � 2, y 2 L2.Rd / can be defined as a separable product in

frequency polar coordinates ! D j!j�, with � in the unit sphere Sd of Rd :

8.j!j; �/ 2 RC � Sd y .j!j�/ D y .j!j/�.�/:
The one-dimensional function y .j!j/ is chosen to satisfy (2.10). The Littlewood-

Paley condition (2.7) is then equivalent to

8� 2 Sd
X

r2G
j�.r�1�/j2 D 1:
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2.2 Path-Ordered Scattering
Convolutions with wavelets define operators that are Lipschitz-continuous under

the action of diffeomorphisms, because wavelets are regular and localized func-

tions. However, a wavelet transform is not invariant to translations, and W Œ
�f D
f ? � translates when f is translated. The main difficulty is to compute translation-

invariant coefficients, which remain stable under the action of diffeomorphisms

and retain high-frequency information provided by wavelets. A scattering operator

computes such a translation-invariant representation. We first explain how to build

translation-invariant coefficients from a wavelet transform, while maintaining sta-

bility under the action of diffeomorphisms. Scattering operators are then defined,

and their main properties are summarized.

If U Œ
� is an operator defined on L2.Rd /, not necessarily linear but which

commutes with translations, then
R

U Œ
�f .x/dx is translation invariant if finite.

W Œ
�f D f ?  � commutes with translations but
R

W Œ
�f .x/dx D 0 because
R

 .x/dx D 0. More generally, one can verify that any linear transformation of

W Œ
�f , which is translation invariant, is necessarily 0. To get a nonzero invariant,

we set U Œ
�f D MŒ
�W Œ
�f where MŒ
� is a nonlinear “demodulation” that

maps W Œ
�f to a lower-frequency function having a nonzero integral. The choice

of MŒ
� must also preserve the Lipschitz continuity to diffeomorphism actions.

If  .x/ D ei��x�.x/, then  �.x/ D ei���x ��.x/, and hence

(2.11) W Œ
�f .x/ D ei���x.f � ? ��.x// with f �.x/ D e�i���x f .x/:

The convolution f � ? �� is a low-frequency filtering because y��.!/ D y�.
�1!/
covers a frequency ball centered at ! D 0, of radius proportional to j
j. A nonzero

invariant can thus be obtained by canceling the modulation term ei���x withMŒ
�.

A simple example is

(2.12) MŒ
�h.x/ D e�i���xe�iˆ.yh.��//h.x/

where ˆ.yh.
�// is the complex phase of yh.
�/. This nonlinear phase registra-

tion guarantees that MŒ
� commutes with translations. From (2.11) we have that
R

MŒ
�W Œ
�f .x/dx D j yf .
�/j jy�.0/j. It recovers the Fourier modulus repre-

sentation, which is translation invariant but not Lipschitz-continuous to diffeomor-

phisms as shown in (2.1). Indeed, the demodulation operator MŒ
� in (2.12) com-

mutes with translations but does not commute with the action of diffeomorphisms

and in particular with dilations. The commutator norm of MŒ
� with a dilation is

equal to 2, even for arbitrarily small dilations, which explains the resulting insta-

bilities.

Lipschitz continuity under the action of diffeomorphisms is preserved if MŒ
�

commutes with the action of diffeomorphisms. For L2.Rd / stability, we also im-

pose that MŒ
� is nonexpansive. One can prove [4] that MŒ
� is then necessarily

a pointwise operator, which means that MŒ
�h.x/ depends only on the value of

h at x. We further impose that kMŒ
�hk D khk for all h 2 L2.Rd /, which
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then implies that jMŒ
�hj D jhj. The most regular functions are obtained with

MŒ
�h D jhj, which eliminates all phase variations. We derive from (2.11) that

this modulus maps W Œ
�f into a lower-frequency envelope:

MŒ
�W Œ
�f D jW Œ
�f j D jf � ? ��j:
Lower frequencies created by a modulus result from interferences. For example,

if f .x/ D cos.�1 � x/ C a cos.�2 � x/ where �1 and �2 are in the frequency band

covered by y �, then jf ?  �.x/j D 2�1j y �.�1/C a y �.�2/ei.�2��1/�xj oscillates

at the interference frequency j�2 � �1j, which is smaller than j�1j and j�2j.
The integration

R

U Œ
�f .x/dx D R jf ?  �.x/jdx is translation invariant

but it removes all the high frequencies of jf ?  �.x/j. To recover these high

frequencies, a scattering also computes the wavelet coefficients of each U Œ
�f :

fU Œ
�f ? �0g�0 . Translation-invariant coefficients are again obtained with a mod-

ulus U Œ
0�U Œ
�f D jU Œ
�f ?  �0 j and an integration
R

U Œ
0�U Œ
�f .x/dx. If

f .x/ D cos.�1 �x/Ca cos.�2 �x/with a < 1, and if j�2��1j � j
j with j�2��1j in

the support of y �0 , then U Œ
0�U Œ
�f is proportional to aj �.�1/j j �0.j�2 � �1j/j.
The second wavelet y �0 captures the interferences created by the modulus, between

the frequency components of f in the support of y �.

We now introduce the scattering propagator, which extends these decomposi-

tions.

DEFINITION 2.2. An ordered sequence p D .
1; 
2; : : : ; 
m/ with 
k 2 ƒ1 D
2Z � GC is called a path. The empty path is denoted p D ¿. Let U Œ
�f D
jf ?  �j for f 2 L2.Rd /. A scattering propagator is a path-ordered product of

noncommutative operators defined by

(2.13) U Œp� D U Œ
m� � � �U Œ
2�U Œ
1�;
with U Œ¿� D Id.

The operator U Œp� is well-defined on L2.Rd / because kU Œ
�f k � k �k1kf k
for all 
 2 ƒ1. The scattering propagator is a cascade of convolutions and modu-

lus:

(2.14) U Œp�f D ˇ

ˇjf ?  �1
j ?  �2

ˇ

ˇ � � � j ?  �m
j:

Each U Œ
� filters the frequency component in the band covered by y � and maps it

to lower frequencies with the modulus. The index sequence p D .
1; 
2; : : : ; 
m/

is thus a frequency path variable. The scaling and rotation by 2lg 2 2Z � G of

a path p is written 2lgp D .2lg
1; 2
lg
2; : : : ; 2

lg
m/. The concatenation of

two paths is denoted p C p0 D .
1; 
2; : : : ; 
m; 

0
1; 


0
2; : : : ; 


0
m0/; in particular,

p C 
 D .
1; 
2; : : : ; 
m; 
/. It results from (2.13) that

(2.15) U Œp C p0� D U Œp0�U Œp�:
Section 2.1 explains that if f is complex valued then its wavelet transform is

W1f D fW Œ
�f g�;��2ƒ1
, whereas if f is real then W1f D fW Œ
�f g�2ƒ1

.

If f is complex then at the next iterationU Œ
1�f D jW Œ
1�f j is real, so next-stage
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wavelet transforms are computed only for 
k 2 ƒ1. The scattering propagator of

a complex function is thus defined over “positive” paths p D .
1; 
2; : : : ; 
m/ 2
ƒm1 and “negative” paths denoted �p D .�
1; 
2; : : : ; 
m/. This is analogous

to the positive and negative frequencies of a Fourier transform. If f is real, then

W Œ�
1�f D W Œ
1�f
� so U Œ�
1�f D U Œ
1�f and hence U Œ�p�f D U Œp�f .

To simplify explanations, all results are proved on real functions with scattering

propagators restricted to positive paths. These results apply to complex functions

by including negative paths.

DEFINITION 2.3. Let P1 be the set of all finite paths. The scattering transform of

f 2 L1.Rd / is defined for any p 2 P1 by

(2.16) xSf .p/ D 1

�p

Z

U Œp�f .x/dx with �p D
Z

U Œp�ı.x/dx:

A scattering is a translation-invariant operator that transforms f 2 L1.Rd /
into a function of the frequency path variable p. The normalization factor �p re-

sults from a path measure introduced in Section 3. Conditions are given so that

�p does not vanish. This transform is then well-defined for any f 2 L1.Rd /
and any p of finite length m. Indeed, k �k1 D k k1 so (2.14) implies that

kU Œp�f k1 � kf k1 k km1 . We shall see that a scattering transform shares sim-

ilarities with the Fourier transform modulus, where the path p plays the role of a

frequency variable. However, as opposed to a Fourier modulus, a scattering trans-

form is stable under the action of diffeomorphisms, because it is computed by iter-

ating on wavelet transforms and modulus operators, which are stable. For complex-

valued functions, xSf is also defined on negative paths, and xSf .�p/ D xSf .p/ if

f is real.

If p ¤ ¿ then xSf .p/ is nonlinear but it preserves amplitude factors:

(2.17) 8� 2 R xS.�f /.p/ D j�j xSf .p/:
A scattering has similar scaling and rotation covariance properties as a Fourier

transform. If f is scaled and rotated, 2lg ı f .x/ D f .2lgx/, then (2.9) implies

that U Œ
�.2lg ı f / D 2lg ı U Œ2�lg
�f , and cascading this result shows that

(2.18) 8p 2 P1 U Œp�.2lg ı f / D 2lg ı U Œ2�lgp�f:
Inserting this result in the definition (2.16) proves that

(2.19) xS.2lg ı f /.p/ D 2�dl xSf .2�lgp/:
Rotating f thus rotates identically its scattering, whereas if f is scaled by 2l , then

the frequency paths p are scaled by 2�l . The extension of the scattering transform

in L2.Rd / is done as a limit of windowed scattering transforms, which we now

introduce.

DEFINITION 2.4. Let J 2 Z and PJ be a set of finite paths p D .
1; 
2; : : : ; 
m/

with 
k 2 ƒJ and hence j
kj D 2jk > 2�J . A windowed scattering transform is



1340 S. MALLAT

defined for all p 2 PJ by

(2.20) SJ Œp�f .x/ D U Œp�f ? �2J .x/ D
Z

U Œp�f .u/�2J .x � u/du:

The convolution with �2J .x/ D 2�dJ�.2�Jx/ localizes the scattering trans-

form over spatial domains of size proportional to 2J :

SJ Œp�f .x/ D ˇ

ˇjf ?  �1
j ?  �2

ˇ

ˇ � � � j ?  �m
j ? �2J .x/:

It defines an infinite family of functions indexed by PJ , denoted by

SJ ŒPJ �f WD fSJ Œp�f gp2PJ
:

For complex-valued functions, negative paths are also included in PJ , and if f is

real, SJ Œ�p�f D SJ Œp�f .

Section 2.3 proves that for appropriate wavelets, kf k2 D P

p2PJ
kSJ Œp�f k2.

However, the signal energy is mostly concentrated on a much smaller set of fre-

quency-decreasing paths p D .
k/k�m for which j
kC1j � j
kj. Indeed, the

propagator U Œ
� progressively pushes the energy towards lower frequencies. The

main theorem of Section 2.5 proves that a windowed scattering is Lipschitz-contin-

uous under the action of diffeomorphisms.

Since �.x/ is continuous at 0, if f 2 L1.Rd / then its windowed scattering

transform converges pointwise to its scattering transform when the scale 2J goes

to 1:

8x 2 Rd lim
J!1 2dJSJ Œp�f .x/ D�.0/

Z

U Œp�f .u/du

D�.0/�p xS.p/:
(2.21)

However, when J increases, the path set PJ also increases. Section 3 shows that

fPJ gJ2Z defines a multiresolution path approximation of a much larger set xP1
including paths of infinite length. This path set is not countable as opposed to each

PJ , and Section 3 introduces a measure � and a metric on xP1.

Section 3.2 extends the scattering transform xSf .p/ to all f 2 L2.Rd / and to

all p 2 xP1, and proves that xSf 2 L2. xP1; d�/. A sufficient condition is given

to guarantee a strong convergence of SJf to xSf , and it is conjectured that it is

valid on L2.Rd /. Numerical examples illustrate this convergence and show that a

scattering transform has strong similarities to a Fourier transforms modulus when

mapping the path p to a frequency variable ! 2 Rd .

2.3 Scattering Propagation and Norm Preservation
We prove that a windowed scattering SJ is nonexpansive and preserves the

L2.Rd / norm. We denote by SJ Œ�� WD fSJ Œp�gp2� and U Œ�� WD fU Œp�gp2�
a family of operators indexed by a path set �.

A windowed scattering can be computed by iterating on the one-step propagator
defined by

UJf D fAJf; .U Œ
�f /�2ƒJ
g;
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FIGURE 2.1. A scattering propagator UJ applied to f computes each

U Œ
1�f D jf ?  �1
j and outputs SJ Œ¿�f D f ? �2J . Applying

UJ to each U Œ
1�f computes all U Œ
1; 
2�f and outputs SJ Œ
1� D
U Œ
1�?�2J . Applying iteratively UJ to each U Œp�f outputs SJ Œp�f D
U Œp�f ? �2J and computes the next path layer.

with AJf D f ? �2J and U Œ
�f D jf ?  �j. After calculating UJf , apply-

ing again UJ to each U Œ
�f yields a larger infinite family of functions. The de-

composition is further iterated by recursively applying UJ to each U Œp�f . Since

U Œ
�U Œp� D U Œp C 
� and AJU Œp� D SJ Œp�, it holds that

(2.22) UJU Œp�f D fSJ Œp�f; .U Œp C 
�f /�2ƒJ
g:

Let ƒmJ be the set of paths of length m with ƒ0J D f¿g. It is propagated into

(2.23) UJU Œƒ
m
J �f D fSJ ŒƒmJ �f; U ŒƒmC1

J �f g:

Since PJ D S

m2N ƒ
m
J , one can compute SJ ŒPJ �f from f D U Œ¿�f by iter-

atively computing UJU Œƒ
m
J �f for m going from 0 to 1, as illustrated in Figure

2.1.

Scattering calculations follow the general architecture of convolution neural net-

works introduced by LeCun [11]. Convolution networks cascade convolutions and

a “pooling” nonlinearity, which is here the modulus of a complex number. Con-

volution networks typically use kernels that are not predefined functions such as

wavelets but which are learned with back-propagation algorithms. Convolution

network architectures have been successfully applied to a number of recognition

tasks [11] and are studied as models for visual perception [2, 17]. Relations be-

tween scattering operators and path formulations of quantum field physics are also

studied in [9].

The propagator UJf D fAJf; .jW Œ
�f j/�2ƒJ
g is nonexpansive because the

wavelet transform WJ is unitary and a modulus is nonexpansive in the sense that

jjaj�jbjj � ja�bj for any .a; b/ 2 C2. This is valid whether f is real or complex.
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As a consequence,

kUJf � UJhk2 D kAJf � AJhk2 C
X

�2ƒJ

kjW Œ
�f j � jW Œ
�hjk2

� kWJf �WJhk2 � kf � hk2:(2.24)

Since WJ is unitary, setting h D 0 also proves that kUJf k D kf k, so UJ pre-

serves the norm.

For any path set � the norms of SJ Œ��f and U Œ��f are

kSJ Œ��f k2 D
X

p2�
kSJ Œp�f k2 and kU Œ��f k2 D

X

p2�
kU Œp�f k2:

Since SJ ŒPJ � iterates on UJ , which is nonexpansive, the following proposition

proves that SJ ŒPJ � is also nonexpansive [12].

PROPOSITION 2.5. The scattering transform is nonexpansive:

(2.25) 8.f; h/ 2 L2.Rd /2 kSJ ŒPJ �f � SJ ŒPJ �hk � kf � hk:
PROOF. Since UJ is nonexpansive, it results from (2.23) that

kU ŒƒmJ �f � U ŒƒmJ �hk2
� kUJU ŒƒmJ �f � UJU ŒƒmJ �hk2
D kSJ ŒƒmJ �f � SJ ŒƒmJ �hk2 C kU ŒƒmC1

J �f � U ŒƒmC1
J �hk2:

Summing these equations for m going from 0 to 1 proves that

kSJ ŒPJ �f � SJ ŒPJ �hk2 D
1

X

mD0
kSJ ŒƒmJ �f � SJ ŒƒmJ �hk2(2.26)

�kf � hk2: �

Section 2.2 explains that each U Œ
�f D jf ? �j captures the frequency energy

of f over a frequency band covered by y � and propagates this energy towards

lower frequencies. The following theorem proves this result by showing that the

whole scattering energy ultimately reaches the minimum frequency 2�J and is

trapped by the low-pass filter �2J . The propagated scattering energy thus goes to 0

as the path length increases, and the theorem implies that kSJ ŒPJ �f k D kf k.

This result also applies to complex-valued functions by incorporating negative

paths .�
1; 
2; : : : ; 
m/ in PJ .

THEOREM 2.6. A scattering wavelet  is said to be admissible if there exists � 2
Rd and  � 0, with jy.!/j � jy�.2!/j and y.0/ D 1, such that the function

(2.27) y‰.!/ D jy.! � �/j2 �
C1
X

kD1
k.1 � jy.2�k.! � �//j2/
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satisfies

(2.28) ˛ D inf
1�j!j�2

C1
X

jD�1

X

r2G
y‰.2�j r�1!/j y .2�j r�1!/j2 > 0:

If the wavelet is admissible, then for all f 2 L2.Rd /

(2.29) lim
m!1 kU ŒƒmJ �f k2 D lim

m!1

1
X

nDm
kSJ ŒƒnJ �f k2 D 0

and

(2.30) kSJ ŒPJ �f k D kf k:
PROOF. We first prove that limm!1 kU ŒƒmJ �f k D 0 is equivalent to having

limm!1
P1
nDm kSJ ŒƒnJ �f k2 D 0 and to kSJ ŒPJ �f k D kf k. Since kUJhk D

khk for any h 2 L2.Rd / and UJU Œƒ
n
J �f D fSJ ŒƒnJ �f; U ŒƒnC1

J �g,

(2.31) kU ŒƒnJ �f k2 D kUJU ŒƒnJ �f k2 D kSJ ŒƒnJ �f k2 C kU ŒƒnC1
J �f k2:

Summing for m � n < 1 proves that limm!1 kU ŒƒmJ �f k D 0 is equivalent

to limm!1
P1
nDm kSJ ŒƒnJ �f k2 D 0. Since f D U Œƒ0J �f , summing (2.31) for

0 � n < m also proves that

(2.32) kf k2 D
m�1
X

nD0
kSJ ŒƒnJ �f k2 C kU ŒƒmJ �f k2;

so

kSJ ŒPJ �f k2 D
1

X

nD0
kSJ ŒƒnJ �f k2 D kf k2

if and only if limm!1 kU ŒƒmJ �k D 0. �

We now prove that condition (2.27) implies that limm!1 kU ŒƒmJ �f k2 D 0. It

relies on the following lemma, which gives a lower bound of jf ?  �j convolved

with a positive function.

LEMMA 2.7. If h � 0 then for any f 2 L2.Rd /

(2.33) jf ?  �j ? h � sup
�2Rd

jf ?  � ? h�j with h�.x/ D h.x/ei�x :

The lemma is proved by computing

jf ?  �j ? h.x/ D
Z

ˇ

ˇ

ˇ

ˇ

Z

f .v/ �.u � v/dv
ˇ

ˇ

ˇ

ˇ

h.x � u/du

D
Z

ˇ

ˇ

ˇ

ˇ

Z

f .v/ �.u � v/ei�.x�u/h.x � u/dv
ˇ

ˇ

ˇ

ˇ

du

�
ˇ

ˇ

ˇ

ˇ

“

f .v/ �.u � v/h.x � u/ei�.x�u/ dv du
ˇ

ˇ

ˇ

ˇ

D
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D
ˇ

ˇ

ˇ

ˇ

Z

f .v/

Z

 �.x � v � u0/h.u0/ei�u0

du0 dv
ˇ

ˇ

ˇ

ˇ

D
ˇ

ˇ

ˇ

ˇ

Z

f .v/ � ? h�.x � v/dv
ˇ

ˇ

ˇ

ˇ

D jf ?  � ? h�j;

which finishes the lemma’s proof.

Appendix A uses this lemma to show that the scattering energy propagates pro-

gressively towards lower frequencies and proves the following lemma:

LEMMA 2.8. If (2.28) is satisfied and

(2.34) kf k2w D
1

X

jD0

X

r2GC

j kW Œ2j r�f k2 < 1

then

(2.35)
˛

2
kU ŒPJ �f k2 � max.J C 1; 1/kf k2 C kf k2w :

PROOF. The class of functions for which kf kw < 1 is a logarithmic Sobolev

class corresponding to functions that have an average modulus of continuity in

L2.Rd /. Since

kU ŒPJ �f k2 D
C1
X

mD0
kU ŒƒmJ �f k2;

if kf kw < 1 then (2.35) implies that limm!1 kU ŒƒmJ �f k D 0. This re-

sult is extended in L2.Rd / by density. Since � 2 L1.Rd / and y�.0/ D 1, any

f 2 L2.Rd / satisfies limn!�1 kf � fnk D 0, where fn D f ? �2n and

�2n.x/ D 2�nd�.2�nx/. We prove that limm!1 kU ŒƒmJ �fnk2 D 0 by show-

ing that kfnkw < 1. Indeed,

kW Œ2j r�fnk2 D
Z

j yf .!/j2 j y�.2n!/j2 j y .2�j r�1!/j2 d!

� C 2�2n�2j
Z

j yf .!/j2 d!;

because  has a vanishing moment so j y .!/j D O.j!j/, and the derivatives of �

are in L1.Rd / so j!j j y�.!/j is bounded. Thus we have that kfnkw < 1.

Since U Œƒm� is nonexpansive, kU ŒƒmJ �f � U ŒƒmJ �fnk � kf � fnk, so

kU ŒƒmJ �f k � kf � fnk C kU ŒƒmJ �fnk:
Since limn!�1 kf � fnk D 0 and limm!1 kU ŒƒmJ �fnk D 0, we have

lim
m!1 kU ŒƒmJ �f k2 D 0

for any f 2 L2.Rd /. �
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The proof shows that the scattering energy propagates progressively towards

lower frequencies. The energy of U Œp�f is mostly concentrated along frequency-

decreasing paths p D .
k/k�m for which j
kC1j < j
kj. For example, if f D ı,

then paths of length 1 have an energy kU Œ2j r�ık2 D k 2j rk2 D 2�dj k k2.

This energy is then propagated among all paths p 2 PJ . For a cubic spline

wavelet in dimension d D 1, over 99:5% of this energy is concentrated along

frequency-decreasing paths. Numerical implementations of scattering transforms

thus limit computations to these frequency-decreasing paths. The scattering trans-

form of a signal of size N is computed along all frequency-decreasing paths, with

O.N logN/ operations, by using a filter bank implementation [13].

The decay of
P1
nDm kSJ ŒƒnJ �f k2 implies that we can neglect all paths of

length larger than some m > 0. The numerical decay of kSJ ŒƒnJ �f k2 appears

to be exponential in image and audio processing applications. The path length is

limited to m D 3 in classification applications [1, 3].

Theorem 2.6 requires a unitary wavelet transform and hence an admissible wave-

let that satisfies the Littlewood-Paley condition ˇ
P

.j;r/2Z�G j y .2j r!/j2 D 1.

There must also exist  � 0 and � 2 Rd with jy.!/j � jy�.2!/j such that

X

.j;r/2Z�G
j y .2j r!/j2 jy.2j r! � �/j2

is sufficiently large so that ˛ > 0. This can be obtained if according to (2.3),

 .x/ D ei�x�.x/ and hence y .!/ D y�.! � �/, where y� and y have their en-

ergy concentrated over nearly the same low-frequency domains. For example, an

analytic cubic spline Battle-Lemarié wavelet is admissible in one dimension with

� D 3	=2. This is verified by choosing  to be a positive cubic box spline, in

which case a numerical evaluation of (2.28) gives ˛ D 0:2766 > 0.

2.4 Translation Invariance
We show that the scattering distance kSJ Œ xPJ �f � SJ Œ xPJ �hk is nonincreasing

when J increases, and thus converges when J goes to 1. It defines a limit distance

that is proved to be translation invariant. Section 3 studies the convergence of

SJ ŒPJ �f , when J goes to 1, to the translation-invariant scattering transform xSf .

PROPOSITION 2.9. For all .f; h/ 2 L2.Rd /2 and J 2 Z,

(2.36) kSJC1ŒPJC1�f � SJC1ŒPJC1�hk � kSJ ŒPJ �f � SJ ŒPJ �hk:
PROOF. Any p0 2 PJC1 can be uniquely written as an extension of a path

p 2 PJ where p is the longest prefix of p0 that belongs to PJ , and p0 D p C q

for some q 2 PJC1. The set of all extensions of p 2 PJ in PJC1 is

(2.37) PpJC1 D fpg [ fp C 2�J r C p00gr2GC;p002PJ C1
:
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It defines a nonintersecting partition of PJC1 D S

p2PJ
PpJC1. We shall prove

that such extensions are nonexpansive,

(2.38)
X

p02Pp
J C1

kSJC1Œp0�f � SJC1Œp0�hk2 � kSJ Œp�f � SJ Œp�hk2:

To later prove Proposition 3.3, we also verify that it preserves energy,

(2.39)
X

p02Pp
J C1

kSJC1Œp0�f k2 D kSJ Œp�f k2:

Summing (2.38) on all p 2 PJ proves (2.36).

Appendix A proves in (A.6) that for all g 2 L2.Rd /

kg ? �2J C1k2 C
X

r2GC

kg ?  2�J rk2 D kg ? �2J k2:

Applying it to g D U Œp�f � U Œp�h together with U Œp�f ? �2J D SJ Œp�f and

jU Œp�f ?  2�J r j D U Œp C 2�J r�f gives

(2.40)

kSJ Œp�f � SJ Œp�hk2 � kSJC1Œp�f � SJC1Œp�hk2
C

X

r2GC

kU Œp C 2�J r�f � U Œp C 2�J r�hk2:

Since

SJC1ŒPJC1�U Œp C 2�J r�f D fSJC1Œp C 2�J r C p00�gp002PJ C1

and SJC1ŒPJC1�f is nonexpansive, it implies

kSJ Œp�f � SJ Œp�hk2
� kSJC1Œp�f � SJC1Œp�hk2

C
X

p002PJ C1

X

r2GC

�

�SJC1Œp C 2�J r C p00�f � SJC1Œp C 2�J r C p00�h
�

�

2
;

which proves (2.38). Since SJ ŒPJC1�f preserves the norm, setting h D 0 in

(2.40) gives an equality

kSJ Œp�f k2 D kSJC1Œp�f k2 C
X

p002PJ C1

X

GC

kSJC1Œp C 2�J r C p00�f k2;

which proves (2.39). �

This proposition proves that kSJ ŒPJ �f �SJ ŒPJ �hk is positive and nonincreas-

ing when J increases, and thus converges. Since SJ ŒPJ � is nonexpansive, the limit

metric is also nonexpansive:

8.f; h/ 2 L2.Rd /2 lim
J!1 kSJ ŒPJ �f � SJ ŒPJ �hk � kf � hk:
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For admissible scattering wavelets that satisfy (2.28), Theorem 2.6 proves that

kSJ ŒPJ �f k D kf k so limJ!1 kSJ ŒPJ �f k D kf k. The following theorem

proves that the limit metric is translation invariant:

THEOREM 2.10. For admissible scattering wavelets

8f 2 L2.Rd /; 8c 2 Rd lim
J!1 kSJ ŒPJ �f � SJ ŒPJ �Lcf k D 0:

PROOF. Since SJ ŒPJ � Lc D Lc SJ ŒPJ � and SJ ŒPJ �f D AJ U ŒPJ �f;
kSJ ŒPJ �Lcf � SJ ŒPJ �f k D kLcAJU ŒPJ �f � AJU ŒPJ �f k

� kLcAJ � AJ k kU ŒPJ �f k:(2.41)

LEMMA 2.11. There exists C such that for all � 2 C2.Rd / with kr�k1 � 1
2

we
have

(2.42) kL�AJf � AJf k � Ckf k2�J k�k1:

This lemma is proved in Appendix B. Applying it to � D c and hence k�k1 D
jcj proves that

(2.43) kLcAJ � AJ k � C 2�J jcj:
Inserting this into (2.41) gives

(2.44) kLcSJ ŒPJ �f � SJ ŒPJ �f k � C 2�J jcj kU ŒPJ �f k:
Since the admissibility condition (2.28) is satisfied, Lemma 2.8 proves in (2.35)

that for J > 1

(2.45)
˛

2
kU ŒPJ �f k2 � .J C 1/kf k2 C kf k2w :

If kf kw < 1 then from (2.44) we have

kLcSJ ŒPJ �f � SJ ŒPJ �f k2 � ..J C 1/kf k2 C kf k2w/C 2 2 ˛�1 2�2J jcj2

so limJ!1 kLcSJ ŒPJ �f � SJ ŒPJ �f k D 0.

We then prove that limJ!1 kLcSJ ŒPJ �f � SJ ŒPJ �f k D 0 for all f 2
L2.Rd /, with a similar density argument as in the proof of Theorem 2.6. Any

f 2 L2.Rd / can be written as a limit of ffngn2N with kfnkw < 1, and since

SJ ŒPJ � is nonexpansive and Lc unitary, one can verify that

kLcSJ ŒPJ �f � SJ ŒPJ �f k � kLcSJ ŒPJ �fn � SJ ŒPJ �fnk C 2kf � fnk:
Letting n go to 1 proves that limJ!1 kLcSJ ŒPJ �f � SJ ŒPJ �f k D 0, which

finishes the proof. �



1348 S. MALLAT

2.5 Lipschitz Continuity to Actions of Diffeomorphisms
This section proves that a windowed scattering is Lipschitz-continuous under the

action of diffeomorphisms. A diffeomorphism of Rd sufficiently close to a transla-

tion maps x to x � �.x/ where �.x/ is a displacement field such that kr�k1 < 1.

The diffeomorphism action on f 2 L2.Rd / is L�f .x/ D f .x � �.x//. The

maximum increment of � is denoted by k��k1 WD sup.x;u/2R2d j�.x/ � �.u/j.
Let SJ be a windowed scattering operator computed with an admissible scattering

wavelet that satisfies (2.28). The following theorem computes an upper bound of

kSJ ŒPJ �L�f �SJ ŒPJ �f k as a function of a mixed .l1;L2.Rd // scattering norm:

(2.46) kU ŒPJ �f k1 D
C1
X

mD0
kU ŒƒmJ �f k:

We denote by PJ;m the subset of PJ of paths of length strictly smaller thanm, and

.a _ b/ WD max.a; b/.

THEOREM 2.12. There exists C such that all f 2 L2.Rd / with kU ŒPJ �f k1 < 1
and all � 2 C2.Rd / with kr�k1 � 1

2
satisfy

(2.47) kSJ ŒPJ �L�f � SJ ŒPJ �f k � CkU ŒPJ �f k1K.�/
with

(2.48) K.�/ D 2�J k�k1 C kr�k1
�

log
k��k1
kr�k1

_ 1
�

C kH�k1;

and for all m � 0

(2.49) kSJ ŒPJ;m�L�f � SJ ŒPJ;m�f k � Cmkf kK.�/:
PROOF. Let ŒSJ ŒPJ �; L� � D SJ ŒPJ �L� � L�SJ ŒPJ �. We have

kSJ ŒPJ �L�f � SJ ŒPJ �f k � kL�SJ ŒPJ �f � SJ ŒPJ �f k
C kŒSJ ŒPJ �; L� �f k:(2.50)

Similarly to (2.41), the first term on the right satisfies

(2.51) kL�SJ ŒPJ �f � SJ ŒPJ �f k � kL�AJ � AJ k kU ŒPJ �f k:
Since

kU ŒPJ �f k D
�

C1
X

mD0
kU ŒƒmJ �f k2

�1=2 �
C1
X

mD0
kU ŒƒmJ �f k;

we have that

(2.52) kL�SJ ŒPJ �f � SJ ŒPJ �f k � kL�AJ � AJ k kU ŒPJ �f k1:
Since SJ ŒPJ � iterates on UJ , which is nonexpansive, Appendix D proves the

following upper bound on scattering commutators:

LEMMA 2.13. For any operator L on L2.Rd /
(2.53) kŒSJ ŒPJ �; L�f k � kU ŒPJ �f k1 kŒUJ ; L�k:
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The operator L D L� also satisfies

(2.54) kŒUJ ; L� �k � kŒWJ ; L� �k:
Indeed, UJ D M WJ , where M fhJ ; .h�/�2ƒJ

g D fhJ ; .jh�j/�2ƒJ
g is a nonex-

pansive modulus operator. Since ML� D L�M

(2.55) kŒUJ ; L� �k D kMJ ŒWJ ; L� �k � kŒWJ ; L� �k:
Inserting (2.53) with (2.54) and (2.52) in (2.50) gives

(2.56) kSJ ŒPJ �L�f � SJ ŒPJ �f k �
kU ŒPJ �f k1.kL�AJ � AJ k C kŒWJ ; L� �k/:

Lemma 2.11 proves that kL�AJ �AJ k � C 2�J k�k1. This inequality and (2.56)

imply that

(2.57) kSJ ŒPJ �L�f � SJ ŒPJ �f k � CkU ŒPJ �f k1.2�J k�k1 C kŒWJ ; L� �k/:
To prove (2.47), the main difficulty is to compute an upper bound of kŒWJ ; L� �k,

and hence of kŒWJ ; L� �k2 D kŒWJ ; L� �� ŒWJ ; L� �k, where A� is the adjoint of an

operator A. The wavelet commutator applied to f is

ŒWJ ; L� �f D fŒAJ ; L� �f; .ŒW Œ
�; L� �f /�2ƒJ
g;

whose norm is

(2.58) kŒWJ ; L� �f k2 D kŒAJ ; L� �f k2 C
X

�2ƒJ

kŒW Œ
�; L� �f k2:

From this we get that

ŒWJ ; L� �
� ŒWJ ; L� � D ŒAJ ; L� �

� ŒAJ ; L� �C
X

�2ƒJ

ŒW Œ
�; L� �
� ŒW Œ
�; L� �:

The operator ŒWJ ; L� �
� ŒWJ ; L� � has a singular kernel along the diagonal, but Ap-

pendix E proves that its norm is bounded.

LEMMA 2.14. There exists C > 0 such that all J 2 Z and all � 2 C2.Rd / with
kr�k1 � 1

2
satisfy

(2.59) kŒWJ ; L� �k � C

�

kr�k1
�

log
k��k1
kr�k1

_ 1
�

C kH�k1
�

:

Inserting the wavelet commutator bound (2.59) in (2.57) proves the theorem

inequality (2.47). One can verify that (2.47) remains valid when replacing PJ by

the subset of paths of length smaller than m: PJ;m D S

n<mƒ
n
J if we replace

kU ŒPJ �f k1 by kU ŒPJ;m�f k1. The inequality (2.49) results from

(2.60) kU ŒPJ;m�f k1 D
m�1
X

nD0
kU ŒƒnJ �f k � mkf k:
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This is obtained by observing that

(2.61) kU ŒƒnJ �f k � kU Œƒn�1
J �f k � kf k;

because U ŒƒnJ �f is computed in (2.22) by applying the norm-preserving operator

UJ on U Œƒn�1
J �f . �

The condition kr�k1 � 1
2

can be replaced by kr�k1 < 1 if C is replaced by

C .1 � kr�k1/�d . Indeed, kSJ ŒPJ �f k D kf k and

kSJ ŒPJ �L�f k � kf k.1 � kr�k1/�d :
This remark applies to all subsequent theorems where the condition kr�k1 � 1

2
appears. The theorem proves that the distance kSJ ŒPJ �L�f � SJ ŒPJ �f k pro-

duced by the diffeomorphism action L� is bounded by a translation term propor-

tional to 2�J k�k1 and a deformation error proportional to kr�k1. This defor-

mation term results from the wavelet transform commutator ŒWJ ; L� �. The term

log.k��k1=kr�k1/ can also be replaced by max.J; 1/ in the proof of Theorem

2.12. For compactly supported functions f , Corollary 2.15 replaces this term by

the log of the support radius.

If f 2 L2.Rd / has a weak form of regularity such as an average modulus of

continuity in L2.Rd /, then Lemma 2.8 proves that

kU ŒPJ �f k2 D
1

X

nD0
kU ŒƒnJ �f k2

is finite. Numerical experiments indicate that kU ŒƒnJ �f k has exponential decay for

a large class of functions, but we do not characterize here the class of functions for

which kU ŒPJ �f k1 D P1
nD0 kU ŒƒnJ �f k is finite. In audio and image processing

applications [1, 3], the percentage of scattering energy becomes negligible over

paths of length larger than 3 so (2.49) is applied with m D 4.

The following corollary derives from Theorem 2.12 that a windowed scatter-

ing is Lipschitz-continuous under the action of diffeomorphisms over compactly

supported functions.

COROLLARY 2.15. For any compact � � Rd there exists C such that for all
f 2 L2.Rd / supported in � with kU ŒPJ �f k1 < 1 and for all � 2 C2.Rd / with
kr�k1 � 1

2
, if 2J � k�k1=kr�k1, then

(2.62) kSJ ŒPJ �L�f � SJ ŒPJ �f k � CkU ŒPJ �f k1.kr�k1 C kH�k1/:

PROOF. The inequality (2.62) is proved by applying (2.47) to a z� with Lz�f D
L�f and showing that there exists C 0 that depends only on � such that

(2.63) 2�J kz�k1 C krz�k1
�

log
k�z�k1
krz�k1

_ 1
�

C kHz�k1 �
C 0.kr�k1 C kH�k1/:
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Since f has a support in �, Lz�f D L�f is equivalent to z�.x/ D �.x/ for all

x 2 �� D fx W x � �.x/ 2 �g and z��1.�/ D �� . If � has a radius R, then the

radius of �� is smaller than 2R, because kr�k1 � 1
2

. We define z� as a regular

extension of � equal to �.x/ for x 2 �� and to the constant minx2��
�.x/ outside

a compact z�� of radius .4RC 2/ including �� . From this we have

(2.64) k�z�k1 D sup
.x;u/2 z�2

�

jz�.x/ � z�.u/j � .4RC 2/krz�k1:

The extension in z�� ��� can be made regular in the sense that

krz�k1 C kHz�k1 � ˛ .kr�k1k C kH�k1/
for some ˛ > 0 that depends on �. This property together with (2.64) proves

(2.63). �

Similarly to Theorem 2.12, if PJ is replaced by the subset PJ;m of paths of

length smaller thanm, then kU ŒPJ �f k1 is replaced bymkf k in (2.62). The upper

bound (2.62) is proportional tomjsj kf k ifL�f .x/ D f ..1�s/x/with jr�.x/j D
jsj < 1. In this case, a lower bound is simply obtained by observing that since

kSJ ŒPJ �f k D kf k and kSJ ŒPJ �L�f k D kL�f k D .1 � s/�1 kf k,

kSJ ŒPJ �L�f � SJ ŒPJ �f k � jkL�f k � kf kj > 2�1 s kf k:
Together with the upper bound (2.62), it proves that if �.x/ D sx, then the scatter-

ing distance of f and L�f is of the order of kr�k1 kf k.

The next theorem reduces the error term 2�J k�k1 in Theorem 2.12 to a second-

order term 2�2J k�k21, with a first-order Taylor expansion of each SJ Œp�f . We

denote

rSJ ŒPJ �f .x/ WD frSJ Œp�f .x/gp2PJ
;

�.x/ � rSJ ŒPJ �f .x/ WD f�.x/ � rSJ Œp�f .x/gp2PJ
:

THEOREM 2.16. There exists C such that all f 2 L2.Rd / with kU ŒPJ �f k1 < 1
and all � 2 C2.Rd / with kr�k1 � 1

2
satisfy

(2.65) kSJ ŒPJ �L�f � SJ ŒPJ �f C � � rSJ ŒPJ �f k � CkU ŒPJ �f k1K.�/
with

(2.66) K.�/ D 2�2J k�k21 C kr�k1
�

log
k��k1
kr�k1

_ 1
�

C kH�k1:

PROOF. The proof proceeds similarly to the proof of Theorem 2.12. Replacing

SJ ŒPJ �L� �SJ ŒPJ � by SJ ŒPJ �L� �SJ ŒPJ �C� �rSJ ŒPJ � in the derivation steps

of the proof of Theorem 2.12 amounts to replacing L�AJ �AJ by L�AJ �AJ C
rAJ . Equation (2.56) then becomes

kSJ ŒPJ �L�f � SJ ŒPJ �f C � � rSJ ŒPJ �k �
kU ŒPJ �f k1.kL�AJ � AJ C rAJ k C kŒWJ ; L� �k/:
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Appendix C proves that there exists C > 0 such that

(2.67) kL�AJf � AJ C rAJ k � C 2�2J k�k21:
Inserting the upper bound (2.59) of kŒWJ ; L� �k proves (2.65). �

If 2J 	 k�k1 and kr�k1 C kH�k1 � 1, thenK.�/ becomes negligible and

�.x/ can be estimated at each x by solving the system of linear equations resulting

from (2.65):

(2.68) 8p 2 PJ SJ Œp�L�f .x/ � SJ Œp�f .x/C �.x/ � rSJ Œp�f .x/ 
 0:

In dimension d , the displacement �.x/ has d coordinates that can be computed if

the system (2.68) has rank d . Estimating �.x/ has many applications. In image

processing, the displacement field �.x/ between two consecutive images of a video

sequence is proportional to the optical flow velocity of image points.

3 Normalized Scattering Transform
To define the convergence of SJ ŒPJ �, all countable sets PJ are embedded in

a noncountable set xP1. Section 3.1 constructs a measure � and a metric in xP1.

Section 3.2 redefines the scattering transform xSf as the limit of windowed scat-

tering transforms over xP1, with xSf 2 L2. xP1; d�/ for f 2 L2.Rd /. Numerical

comparisons between xSf and j yf j are given in Section 3.3.

3.1 Dirac Scattering Measure and Metric
A path p 2 PJ can be extended into an infinite set of paths in PJC1 that re-

fine p. In that sense, PJC1 is a set of higher-resolution paths. When J increases

to 1, these progressive extensions converge to paths of infinite length that belong

to an uncountable path set xP1. A measure and a metric are defined on xP1.

A path p D .
1; 
2; : : : ; 
m/ of length m belongs to the finite product set ƒm1
with ƒ1 D 2Z � GC. An infinite path p is an infinite ordered string that be-

longs to the infinite product set ƒ11. For complex-valued functions, adding neg-

ative paths .�
1; 
2; : : : ; 
m/ doubles the size of ƒm1 and ƒ11. We concentrate

on positive paths .
1; 
2; : : : ; 
m/ and the same construction applies to negative

paths. Since ƒ1 D 2Z � GC is a discrete group, its natural topology is the dis-

crete topology where basic open sets are individual elements. Open elements of

the product topology of ƒ11 are cylinders defined for any 
 2 ƒ1 and n � 0 by

Cn.
/ D fq D fqkgk>0 2 ƒ11 W qnC1 D 
g [22]. Cylinder sets are intersections

of a finite number of open cylinders:

Cn.
1; 
2; : : : ; 
m/ D fq 2 ƒ11 W qnC1 D 
1; 
2; : : : ; qnCm D 
mg

D
m

\

iD1
CnCi .
i /:

As elements of the topology, cylinder sets are open sets but are also closed. Indeed,

the complement of a cylinder set is a union of cylinders and is thus closed. As a
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result, the topology is a sigma algebra on which a measure � can be defined. The

measure of a cylinder set C is written �.C/.

Let P1 be the set of all finite paths including the ¿ path: P1 D S

m2N ƒ
m1.

To any p D .
1; 
2; : : : ; 
m/ 2 P1, we associate a cylinder set

C.p/ D C0.p/ D fq 2 ƒ11 W q1 D 
1; 
2; : : : ; qm D 
mg:

This family of cylinder sets generates the same sigma algebra as open cylinders,

because open cylinders can be written Cn.
/ D S

.�1;�2;:::;�n/2ƒn
1
C.
1; 
2; : : : ;


n; 
/. The following proposition defines a measure on ƒ11 from the scattering of

a Dirac:

U Œp�ı D j jj �1
j ?  �2

j ? � � � j ?  �m
j:

PROPOSITION 3.1. There exists a unique � -finite Borel measure �, called the
Dirac scattering measure, such that �.C.p// D kU Œp�ık2 for all p 2 P1. For all
2lg 2 ƒ1 and p 2 P1, �.C.2lgp// D 2dl�.C.p//. If j y .!/j C j y .�!/j ¤ 0

almost everywhere, then kU Œp�ık ¤ 0 for p 2 P1.

PROOF. The Dirac scattering measure is defined as a subdivision measure over

the tree that generates all paths. Each finite path p corresponds to a node of the

subdivision tree. Its sons are the fpC
g�2ƒ1
, and C.p/ D S

�2ƒ1
C.pC
/ is

a nonintersecting partition. Since

kU Œp�ık2 D kUJU Œp�ık2 D
X

�2ƒ1

kU Œp C 
�ık2;

we have that �.C.p// D P

�2ƒ1
�.C.pC
//. The sigma additivity of the Dirac

measure over all cylinder sets results from the tree structure, and the decomposition

of the measure of a node �.C.p// as a sum of the measures �.C.p C 
// of

all its sons. This subdivision measure is uniquely extended to the Borel sigma

algebra through the sigma additivity. Since ƒ11 D S

�2ƒ1
C.
/ and �.C.
// D

kU Œ
�ık2 D k �k2, this measure is � -finite.

We showed in (2.18) that U Œp�.2lg ı f / D 2lg ı U Œ2�lgp�f . Since 2lg ı
ı D 2�dlı, we have kU Œ2�lgp�ık2 D 2�dlkU Œp�ık2 and hence �.C.2lgp// D
2dl�.C.p//.

For the set of ! 2 Rd where y .!/ D 0 and y .�!/ D 0 is of measure 0, let us

prove by induction on the path length that U Œp�f ¤ 0 if f 2 L2.Rd /
S

L1.Rd /
or if f D ı. We suppose that U Œp�f ¤ 0 and verify that U Œp C 
�f ¤ 0 for

any 
 2 ƒ1. Since U Œp�f is real, j2U Œp�f .!/j D j2U Œp�f .�!/j. But y �.!/ D
y .
�1!/, so y �.!/ and y �.�!/ vanish simultaneously on a set of measure 0. We

have that 3U Œp C 
�f D 2U Œp�f y � ¤ 0 if 2U Œp�f ¤ 0 so U ŒpC
�f is a nonzero

function. �
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A topology and a metric can now be constructed on the path setƒ11. Neighbor-

hoods are defined with cylinder sets of frequency resolution 2J :

(3.1) CJ .p/ D
[

�2ƒ1

j�j�2�J

C.p C 
/ � C.p/:

Clearly CJC1.p/ � CJ .p/. The following proposition proves that �.CJ .p//

decreases at least like 2�dJ when 2J increases, and it defines a distance from

these measures. The set ƒ11 of infinite paths is not complete with this metric. It

is completed by embedding the set P1 of finite paths, and we denote by xP1 WD
P1 [ ƒ11 the completed set. This embedding is defined by adding each finite

path p 2 P1 to C.p/ and to each CJ .p/ for all J 2 Z without modifying their

measure. We still denote CJ .p/ the resulting subsets of xP1. For complex-valued

functions, the size of xP1 is doubled by adding finite and infinite negative paths

.�
1; 
2; : : : ; 
m; : : : /.
PROPOSITION 3.2. If p 2 P1 is a path of length m, then

(3.2) �.CJ .p// D kSJ ıŒp�k2 � 2�dJ k�k2 k k2m1 :

Suppose that j y .!/j C j y .�!/j ¤ 0 almost everywhere. For any q ¤ q0 2 xP1
(3.3) xd.q; q0/ D inf

.q;q0/2CJ .p/2
�.CJ .p// and xd.q; q/ D 0

defines a distance on xP1, and xP1 is complete for this metric.

PROOF. According to (3.1)

�.CJ .p// D
X

�2ƒ1

j�j�2�J

�.C.p C 
// D
X

�2ƒ1

j�j�2�J

kU Œp C 
�ık2:

Since U Œp C 
�ı D jU Œp�ı ?  �j and

j y�2J .!/j2 D
X

�2ƒ1

j�j�2�J

j y �.!/j2;

the Plancherel formula implies

�.CJ .p// D
X

�2ƒ1

j�j�2�J

kU Œp�ı ?  �k2 D kU Œp�ı ? �2J k2 D kSJ Œp�ık2:

Since SJ Œp�ı D U Œp�ı ? �2J , Young’s inequality implies

kSJ Œp�ık � kU Œp�ık1 k�2J k:
Moreover, kU Œ
�f k1 � k �k1 kf k1 with k �k1 D k k1, so we verify by in-

duction that kU Œp�ık1 � k km. Inserting k�2J k2 D 2�dJ k�k2 proves (3.2).

Let us now prove that xd defines a distance. If q ¤ q0, we denote by xp 2
P1 their common prefix of longest size m, which may be 0, and we show that
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xd.q; q0/ ¤ 0. Let jqmC1j D 2jmC1 and jq0
mC1j D 2j

0
mC1 be the frequencies

of their first different coordinate. If 2�J D max.jqmC1j; jq0
mC1j/ then .q; q0/ 2

CJ . xp/2 and it is the smallest set including both paths so xd.q; q0/ D �.CJ . xp//.
We have that xd.q; q0/ ¤ 0 because �.CJ . xp// � �.C. xp C 2�J r// for r 2 GC
and Proposition 3.1 proves that �.C.p// ¤ 0 for all p 2 P1, so xd.q; q0/ ¤ 0.

The triangle inequality is proved by showing that

(3.4) 8.q; q0; q00/ 2 xP31 xd.q0; q00/ � max. xd.q; q0/; xd.q; q00//:

This is verified by writing xd.q; q0/ D �.CJ . xp//, xd.q0; q00/ D �.CJ 0. xp0//, and
xd.q0; q00/ D �.CJ 00. xp00//. Necessarily xp is a substring of xp0 or vice versa, and xp00
is larger than the smallest of the two. If xp00 is strictly larger then the smallest, say

xp, then �.CJ 00. xp00// � �.C. xp00// � CJ . xp/, so (3.4) is satisfied. If xp00 D xp D xp0,
then 2�J 00 � max.2�J ; 2�J 0

/ and (3.4) is satisfied. Otherwise xp00 D xp is strictly

smaller than xp0 and necessarily 2J
00 D 2J so (3.4) is also satisfied.

To prove that xP1 is complete, consider a Cauchy sequence fqj gj2N in xP1. Let

pk be the common prefix of maximum length mk among all qj for j � k. It is a

growing string that either converges to a finite string p 2 P1 if mk is bounded or

to an infinite string p 2 ƒ11. Among all paths fqj gj�k whose maximum common

prefix with p has a length mk , let qjk
be a path whose next element 
mkC1 has a

maximum frequency amplitude j
mkC1j. One can verify that

sup
j;j 0�k

xd.qj ; qj 0/ D xd.qjk
; p/ D sup

j�k
xd.p; qj /:

The convergence of supj;j 0�k xd.qj ; qj 0/ to 0 as k increases also implies the con-

vergence of supj�k xd.p; qj / to 0 and hence the convergence of fqj gj2N to p. �

3.2 Scattering Convergence

For h 2 L2. xP1; d�/, we denote khk2xP1

D R

xP1
jh.q/j2 d�.q/, where � is the

Dirac scattering measure. This section redefines the scattering transform xSf as a

limit of windowed scattering transforms and proves that xSf 2 L2. xP1; d�/ for

all f 2 L2.Rd /. We suppose that  is an admissible scattering wavelet and that

j y .!/j C j y .�!/j ¤ 0 almost everywhere.

Let 1CJ .p/.q/ be the indicator function ofCJ .p/ in xP1. A windowed scattering

SJ ŒPJ �f .x/ D fSJ Œp�f .x/gp2PJ
is first extended into a normalized function of

.q; x/ 2 xP1 � Rd

(3.5) SJf .q; x/ D
X

p2PJ

SJ Œp�f .x/

kSJ Œp�ık 1CJ .p/.q/:
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It satisfies SJf .p; x/ D SJ Œp�f .x/=kSJ Œp�ık for p 2 P1. Since �.CJ .p// D
kSJ Œp�ık2, for all .f; h/ 2 L2.Rd /2

Z

xP1

Z

Rd

jSJf .q; x/ � SJh.q; x/j2 d�.q/dx D kSJ ŒPJ �f � SJ ŒPJ �hk2

� kf � hk2;
and

Z

xP1

Z

Rd

jSJf .q; x/j2 d�.q/dx D kSJ ŒPJ �f k2 D kf k2;

so SJf .q; x/ can be interpreted as a scattering energy density in xP1 � Rd .

The windowed scattering SJf .q; x/ has a spatial resolution 2�J along x and

a resolution 2J along the frequency path q. When J goes to 1, SJf .q; x/ loses

its spatial localization, and Theorem 2.10 proves that the asymptotic metric on

SJ ŒPJ �f and hence on SJf .q; x/ is translation invariant. The convergence of

SJf .q; x/ to a function that depends only on q 2 xP1 is studied by introducing

the marginal L2.Rd / norm of SJf .q; x/ along x for q fixed:

8q 2 xP1 xSJf .q/ D
Z

jSJf .q; x/j2 dx

D
X

p2PJ

kSJ Œp�f k
kSJ Œp�ık 1CJ .p/.q/:

(3.6)

It is a piecewise constant function of the path variable q whose resolution increases

with J . Since �.CJ .p// D kSJ Œp�ık2,

k xSJf � xSJhk2xP1
D

Z

xP1

j xSJf .q/ � xSJh.q/j2 d�.q/

D
X

p2PJ

ˇ

ˇkSJ Œp�f k � kSJ Œp�hkˇ

ˇ

2
:

(3.7)

The following proposition proves that xSJ is a nonexpansive operator that preserves

the norm.

PROPOSITION 3.3. For all .f; h/ 2 L2.Rd /2 and J 2 Z

k xSJf � xSJhk xP1
� k xSJC1f � xSJC1hk xP1

;(3.8)

k xSJf � xSJhk xP1
� kSJ ŒPJ �f � SJ ŒPJ �hk � kf � hk;(3.9)

k xSJf k xP1
D kf k:(3.10)

PROOF. We proved in (2.39) that

(3.11) kSJ Œp�f k2 D
X

p02Pp
J C1

kSJC1Œp0�f k2;
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where PJC1 D S

p2PJ
PpJC1 is a disjoint partition. Applying this to f and h

implies

ˇ

ˇkSJ Œp�f k � kSJ Œp�hkˇ

ˇ

2 �
X

p02Pp
J C1

ˇ

ˇkSJC1Œp0�f k � kSJC1Œp0�hkˇ

ˇ

2
:

Summing over p 2 PJ and inserting (3.7) proves (3.8).

Since jkSJ Œp�f k�kSJ Œp�hkj � kSJ Œp�f �SJ Œp�hk, summing this inequality

over p 2 PJ and inserting (3.7) proves the first inequality of (3.9). The second

inequality is obtained because SJ ŒPJ � is nonexpansive. Setting h D 0 proves that

k xSJf k xP1
D kSJ ŒPJ �f k, and Theorem 2.6 proves kSJ ŒPJ �f k D kf k, which

gives (3.10). �

Since k xSJf � xSJhk xP1
is nondecreasing and bounded when J increases, it

converges to a limit that is smaller than the limit of the nonincreasing sequence

kSJ ŒPJ �f � SJ ŒPJ �hk. The following proposition proves that xSJf converges

pointwise to the scattering transform on P1 introduced in Definition 2.3:

PROPOSITION 3.4. If f 2 L1.Rd /, then

(3.12) 8p 2 P1 lim
J!1

xSJf .p/ D xSf .p/ D 1

�p

Z

U Œp�f .x/dx

with �p D R

U Œp�ı.x/dx.

PROOF. If p 2 P1, then xSJf .p/ D kSJ Œp�f k=kSJ Œp�ık for J sufficiently

large. Let us prove that

(3.13) lim
J!1 2dJ=2kSJ Œp�f k D k�k

Z

U Œp�f .x/dx

and that this equality also holds for f D ı. Since SJ Œp�f D U Œp�f ? �2J , the

Plancherel formula implies

(3.14) 2dJ kSJ Œp�f k2 D 2dJ .2	/�d
Z

j2U Œp�f .!/j2 j y�.2J!/j2 d!:

Since derivatives of � are in L1.Rd /, we have y�.!/ D O..1C j!j/�1/, and hence

.2	/�d2dJ j y�.2J!/j2 converges to k�k2 ı.!/. Moreover, if f 2 L1.Rd / then

U Œp�f 2 L1.Rd / so 2U Œp�f .!/ is continuous at ! D 0. We have from (3.14) that

limJ!1 2dJ kSJ Œp�f k2 D j2U Œp�f .0/j2 k�k2, which proves (3.13). The same

derivations hold to prove this result for f D ı.

Since j y .!/j C j y .�!/j ¤ 0 almost everywhere, Proposition 3.1 proves that

U Œp�ı ¤ 0. Since it is positive, it has a nonzero integral. We have from (3.13) that

limJ!1 kSJ Œp�f k=kSJ Œp�ık D R

U Œp�f .x/dx=
R

U Œp�ı.x/dx, which proves

(3.12). �
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The scattering transform xSf can now be extended to xP1 as a windowed scat-

tering limit:

8q 2 xP1 xSf .q/ D lim inf
J!1

xSJf .q/:
Proposition 3.3 proves that k xSJf k xP1

D kf k, so Fatou’s lemma implies that

xSf 2 L2. xP1; d�/. The following theorem gives a sufficient condition so that
xSJf converges strongly to xSf , which then preserves the L2.Rd / norm of f .

THEOREM 3.5. If for f 2 L2.Rd / there exists �fJ � PJ with

(3.15)

lim
J!1 kSJ Œ�fJ �f k2 D 0 and

lim
J!1 sup

p2PJ ��f
J

�

�

�

�

SJ Œp�f

kSJ Œp�f k � SJ Œp�ı

kSJ Œp�ık
�

�

�

�

D 0;

then limJ!1 k xSJf � xSf k xP1
D 0 with k xSf k xP1

D kf k and

(3.16) 8p 2 P1
Z

C.p/

j xSf .q/j2 d�.q/ D kU Œp�f k2:

If .f; h/ 2 L2.Rd /2 satisfy (3.15), then

(3.17) lim
J!1 kSJ ŒPJ �f � SJ ŒPJ �hk D k xSf � xShk xP1

:

If (3.15) is satisfied in a dense subset of L2.Rd /, then SJf converges strongly to
xSf for all f 2 L2.Rd /, and both (3.16) and (3.17) are satisfied in L2.Rd /.

PROOF. The following lemma proves that f xSJf gJ2N is Cauchy and hence con-

verges in norm to xSf 2 L2. xP1; d�/. The proof is in Appendix F.

LEMMA 3.6. If f 2 L2.Rd / satisfies (3.15), then f xSJf gJ2N is a Cauchy se-
quence in L2. xP1; d�/.

Since L2. xP1; d�/ is complete, xSJf .q/ converges in norm to its limit inf xSf .

Since k xSJf k D kf k, it also implies that k xSf k xP1
D kf k. Also, U Œp C q� D

U Œq�U Œp�, so

k xSJU Œp�f k2xP1
D

Z

C.p/

j xSJf .q/j2 d�.q/:

Since k xSJU Œp�f k2xP1

D kU Œp�f k2, taking the limit when J goes to 1 proves

(3.16).

The windowed scattering convergence (3.17) relies on the following lemma:

LEMMA 3.7. If .f; h/ 2 L2.Rd /2 satisfy (3.15), then

(3.18) lim
J!1 kSJ ŒPJ �f � SJ ŒPJ �hk D lim

J!1 k xSJf � xSJhk xP1
:
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PROOF. Since (3.15) implies that xSJf and xSJh, respectively, converge in norm

to xSf and xSh, the convergence (3.17) results from (3.18). Proving (3.18) is equiv-

alent to proving that limJ!1
P

p2PJ
IJ .f; h/Œp� D 0 for

IJ .f; h/Œp� D kSJ Œp�f � SJ Œp�hk2 � ˇ

ˇkSJ Œp�f k � kSJ Œp�hkˇ

ˇ

2
:

Observe that

(3.19)

IJ .f; h/Œp� D kSJ Œp�f k kSJ Œp�hk
�

�

�

�

SJ Œp�f

kSJ Œp�f k � SJ Œp�h

kSJ Œp�hk
�

�

�

�

2

� 2kSJ Œp�f k kSJ Œp�hk
�

�

�

�

�

SJ Œp�f

kSJ Œp�f k � SJ Œp�ı

kSJ Œp�ık
�

�

�

�

2

C
�

�

�

�

SJ Œp�h

kSJ Œp�hk � SJ Œp�ı

kSJ Œp�ık
�

�

�

�

2�

:

When summing over p 2 PJ , we separate �
f
J [ �hJ from its complement in

PJ . Since we have

lim
J!1 kSJ Œ�fJ �f k2 D 0; kSJ ŒPJ �f k2 D kf k2;

lim
J!1 kSJ Œ�hJ �hk2 D 0; kSJ ŒPJ �hk2 D khk2;

dividing the sum over �
f
J and �hJ and applying Cauchy-Schwarz proves that

lim
J!1

X

p2�f
J [�h

J

kSJ Œp�f k kSJ Œp�hk D 0

and
P

p2PJ
kSJ Œp�f k kSJ Œp�hk � kf k khk. The hypothesis (3.15) applied to f

and h gives

lim
J!1 sup

p2PJ ��f
J

[�h
J

�

�

�

�

�

SJ Œp�f

kSJ Œp�f k � SJ Œp�ı

kSJ Œp�ık
�

�

�

�

2

C
�

�

�

�

SJ Œp�h

kSJ Œp�hk � SJ Œp�ı

kSJ Œp�ık
�

�

�

�

2�

D 0

so (3.19) implies that limJ!1
P

p2PJ
IJ .f; h/Œp� D 0, which finishes the proof

of the lemma. �
Suppose that (3.15) is satisfied in a dense subset of L2.Rd /. Any f 2 L2.Rd /

is the limit of ffngn>0 in this dense set. Since xS and xSJ are nonexpansive,

k xSf � xSJf k xP1
� 2kf � fnk C k xSfn � xSJfnk xP1

:

Since fn satisfies (3.15), we proved that xSJfn converges in norm to xSfn. Letting n

go to 1 implies that xSJf converges in norm to xS . The previous derivations then

imply that both (3.16) and (3.17) are satisfied in L2.Rd /. �
If f 2 L1.Rd / and p 2 P1, applying the Plancherel formula proves that

(3.20) lim
J!1

�

�

�

�

SJ Œp�f

kSJ Œp�f k � SJ Œp�ı

kSJ Œp�ık
�

�

�

�

2

D 0
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since SJ Œp�f .x/ D U Œp�f ? �2J and kU Œp�f k1 < 1. This is, however, not

sufficient to prove (3.15) because the sup is taken over all p 2 PJ � �
f
J , which

grows when J increases. For f 2 L1.Rd /, one can find paths pJ 2 PJ , which

are not frequency decreasing, where SJ ŒpJ �f =kSJ ŒpJ �f k does not converge to

SJ ŒpJ �ı=kSJ ŒpJ �ık. The main difficulty is to prove that over the set �
f
J of all

such paths, a windowed scattering transform has a norm kSJ Œ�fJ �f k that con-

verges to 0. Numerical experiments indicate that this property could be valid for

all f 2 L1.Rd /. It also seems that if f 2 L1.Rd /, then xSf .q/ is a continuous

function of the path q relative to the Dirac scattering metric. This is analogous to

Fourier transform continuity when f 2 L1.Rd /.

CONJECTURE 3.8. Condition (3.15) holds for all f 2 L1.Rd /. Moreover, if f 2
L1.Rd /, then xSf .q/ is continuous in xP1 relative to the Dirac scattering metric.

If this conjecture is valid, since L1.Rd / is dense in L2.Rd /, then Theorem 3.5

proves that xSJ converges strongly to xSf for all f 2 L2.Rd / and k xSf k xP1
D

kf k. In addition, property (3.17) proves that kSJ ŒPJ �f � SJ ŒPJ �hk converges

to k xSf � xShk xP1
as J goes to 1. Through this limit, the Lipschitz continuity

of SJ under the action of diffeomorphisms can then be extended to the scattering

transform xS .

3.3 Numerical Comparisons with Fourier
Let RdC be the half frequency space of all ! D .!1; !2; : : : ; !d / 2 Rd with

!1 � 0 and !k 2 R for k > 1. To display numerical examples for real functions,

the following proposition constructs a function from RdC to xP1 that maps the

Lebesgue measure of RdC into the Dirac scattering measure. It provides a repre-

sentation of xSf over RdC. We assume that  is an admissible scattering wavelet

and that j y .!/j C j y .�!/j ¤ 0 almost everywhere.

PROPOSITION 3.9. There exists a surjective function q.!/ from RdC onto xP1
such that for all measurable sets � � xP1

(3.21) �.�/ D
Z

q�1.�/

d!:

PROOF. The proof first constructs the inverse q�1 by mapping each cylinder

C.p/ for p 2 P1 into a set q�1.C.p// � RdC satisfying the following proper-

ties: �.C.p// D R

q�1.C.p// d! and q�1.C.p// \ q�1.C.p0// D ¿ if C.p/ \
C.p0/ D ¿, and q�1.C.p// � q�1.C.p0// if C.p/ � C.p0/. Let q�1.C.p// be

the closure of q�1.C.p// in RdC. For all p ¤ ¿, we also impose that the frontier

of q�1.C.p// is a set of measure 0 in RdC and that q�1.C.p C 
// � q�1.C.p//
for all 
 2 ƒ1. The cylinders C.p/ generate the sigma algebra on which the mea-

sure � is defined. A measurable set� can be approximated by sets�k that are the
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union of disjoint cylinder sets C.p/ with limk!1 �.���k/ D 0. The properties

of q�1 on the cylinders C.p/ imply that
R

q�1.�k/
d! D �.�k/, and when k goes

to 1 we get (3.21).

Once all q�1.C.p// are constructed, the inverse q.!/ is uniquely defined for

all ! 2 RdC as follows: Let pm be the prefix of xq 2 xP1 of length m. We

define q�1.xq/ D T

m2N q
�1.C.pm//. Since q�1.C.p C 
// � q�1.C.p// for

all 
 2 ƒ1, we have that
T

m2N q
�1.C.pm// D T

m2N
xq�1.C.pm//. It is a

closed nonempty set because q�1.C.pm// � q�1.C.pm�1// is a nonempty set of

measure kU Œpm�ık ¤ 0. We verify that q.!/ D xq for all ! 2 q�1.xq/ defines a

surjective function on RdC by showing that
S

xq2 xP1
q�1.xq/ is a partition of RdC.

If Pm is the set of all paths of lengthm, then
S

p2Pm
C.p/ is a partition of xP1, so

the recursive construction of q�1 implies that
S

p2Pm
q�1.C.p// is a partition of

RdC. Letting m go to infinity proves that
S

xq2 xP1
q�1.xq/ is a partition of RdC.

The sets q�1.C.p// satisfying the previously mentioned properties are defined

recursively on the path length, with a subdivision procedure. In dimension d D 1,

each q�1.C.p// is recursively defined as an interval of RC. We begin with paths

p D 2j of length 1 by defining q�1.C.2j // D Œ2j k k2; 2jC1k k2/, whose

width is 2j k k2 D �.C.2j //. Suppose now that q�1.C.p// is an interval of

width equal to �.C.p//. All q�1.C.pC2j // for j 2 Z are defined as consecutive

intervals Œaj ; aj�1/ that define a partition of q�1.C.p// D S

j2ZŒaj ; aj�1/ with

aj�1 � aj D kU Œp C 2j �ık2 D �.C.p C 2j //. One can verify that this recur-

sive construction defines intervals q�1.C.p// that satisfy all mentioned properties.

Moreover, in this case the resulting function q.!/ is bijective from RC to xP1.

In higher dimensions d � 1, this construction is extended as follows: All cylin-

ders C.
/ for all paths p D 
 D 2j r of length 1 are mapped to nonintersecting

hyperrectangles q�1.C.
// of measure
Z

q�1.C.2j r//

d! D �.C.2j r// D kU Œ2j r�ık2 D 2dj k k2:

These hyperrectangles are chosen to define a partition of RdC, and hence RdC D
S

�2ƒ1
q�1.C.
// with q�1.C.
// \ q�1.C.
0// D ¿ for 
 ¤ 
0. Suppose

now that q�1.C.p//, with
R

q�1.C.p// dx D kU Œp�ık2, is defined for all paths p of

lengthm. The operatorU preserves the norm
P

�2ƒ1
kU ŒpC
�ık2 D kU Œp�ık2.

We can thus partition q�1.C.p// into subsets fq�1.C.p C 
//g�2ƒ1
with

Z

q�1.C.pC�/
d! D kU Œp C 
�ık2;

and with frontiers that are zero-measure piecewise hyperplanes of dimension d�1.

The property q�1.C.p C 
// � q�1.C.p// for all 
 2 ƒ1 is obtained with a

progressive packing strategy. We first construct q�1.C.p C 
// for all 
 D 2j r
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with j � 0 by defining a partition of a closed subset of q�1.C.p// of measure
P

�2ƒ1;j�j�1 kU ŒpC
�ık2. The remaining q�1.C.pC
// are then progressively

constructed for 
 D 2j r and j going from �1 to �1, within the remaining closed

subset of q�1.C.p// not already allocated. This is possible since we guarantee that

the frontier of each q�1.C.p// has a zero measure. �

The function q.!/ maps the Lebesgue measure into the Dirac scattering mea-

sure, but it is discontinuous at all ! 2 RdC such that q.!/ 2 P1. Indeed, these !

are then at a boundary of the subdivision procedure used to construct q.!/. As a

result, if ! and !0 are on opposite sides of a subdivision boundary, then they are

mapped to paths q.!/ and q.!0/ whose distance xd.q.!/; q.!0// does not converge

to 0 as j! � !0j goes to 0.

Measure preservation (3.21) implies that q.!/ defines a function xSf .q.!//,
which belongs to L2.RdC/ and

k xSf .q.!//k2RdC D
Z

RdC

j xSf .q.!//j2 d!

D
Z

xP1

j xSf .q/j2 d�.q/ D k xSf k2xP1
:

If f is a complex-valued function, then xP1 is a union of positive paths q D
.
1; 
2; : : : / and negative paths �q D .�
1; 
2; : : : /. Setting q.�!/ D �q.!/
defines a surjective function from Rd to xP1 that satisfies (3.21). We have that
xSf .q.�!// D xSf .�q.!// for all ! 2 Rd , and xSf .q.!// 2 L2.Rd / with

k xSf .q.!//k D k xSf k xP1
.

If f satisfies (3.15), then xSf .q.!// and j yf .!/j have an equivalent decay over

dyadic frequency bands, because their norm is equal over these frequency bands.

Indeed, for a frequency band 
 D 2j r of radius proportional to j
j D 2j , the

measure preservation (3.21) together with (3.16) proves that kU Œ
�f k D kf ? �k
satisfies

Z

q�1.C.�//

j xSf .q.!//j2 d! D kU Œ
�f k2

D 1

2	

Z

j yf .!/j2 j y .
�1!/j2 d!:
(3.22)

If Conjecture 3.8 is valid, then this is true for all f 2 L2.Rd /. In dimension

d D 1, q�1.C.2j // D Œk k22j ; k k22jC1/ and j y .2j!/j is nonnegligible on

a similar dyadic frequency interval. Hence xSf .q.!// and j yf .!/j have equivalent

energy over dyadic frequency intervals.

Figure 3.1(b,c,d) shows the convergence of the piecewise constant xSJf .q.!//
when J increases, for a Gaussian second derivative f . xSJf .q.!// is constant

if q.!/ D p is constant and hence if ! 2 q�1.CJ .p//. The frequency interval
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FIGURE 3.1. (a) Fourier modulus j yf .!/j of a Gaussian second deriv-

ative as a function of ! 2 Œ0; 2�. (b,c,d) Piecewise constant graphs of
xSJf .q.!// as a function of ! 2 Œ0; 2�. The color specifies the length

of each path q.!/: 0 is yellow, 1 red, 2 green, 3 blue, 4 violet. The

frequency resolution 2J increases from (b) to (c) to (d), and xSJf .q.!//
converges to a limit function xSf .q.!//.

q�1.CJ .p// has a width �.CJ .p// D kSJ ıŒp�k2, which goes to 0 as J goes to

1 as shown by (3.2). When J increases, each q�1.CJ .p// is subdivided into

smaller intervals q�1.CJC1.p0// corresponding to paths p that are prolongations

of p. For each !, the graph color specifies the length of the path p D q.!/. At

low frequencies, q.!/ D ¿ is shown as a yellow interval. Paths q.!/ of length 1

to 4 are, respectively, coded in red, green, blue, and violet.

In these numerical examples, the total energy of xSJf .q.!// on frequency-

decreasing paths q.!/ is about 105 times larger than the energy of scattering co-

efficients on all other paths. We thus only compute xSJf .q.!// for frequency-

decreasing paths, with an O.N logN/ filter bank algorithm described in [13]. It

is implemented with the complex cubic spline Battle-Lemarié wavelet  . As ex-

pected from (3.22), xSJf .q.!//f has an amplitude and a frequency localization

that is similar to the Fourier modulus j yf .!/j shown in Figure 3.1(a). The discon-

tinuities of xS.q.!//f along ! are produced by the discontinuities of the mapping

q.!/, as opposed to discontinuities of xS.q/f relative to the scattering metric in
xP1.

Figure 3.2 compares xS.q.!//fi and j yfi .!/j for four functions fi , 1 � i � 4.

For f1 D 1Œ0;1�, the first row of Figure 3.2 shows that j yf1.!/j D O..1C j!j/�1/
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FIGURE 3.2. (a) Each row 1 � i � 4 gives an example of function

fi .x/. (b) Graphs of the Fourier modulus j yfi .!/j as a function of !. (c)

Graphs of the scattering xSfi .q.!// as a function of !.

has the same decay in ! as xSf1.q.!//. The second row corresponds to a Gabor

function f2.x/ D ei�x e�x2=2, and the third row shows a small scaling f3.x/ D
f2..1 � s/x/ with s D �0:1. The support of yf3.!/ D .1 � s/�1 yf2..1 � s/�1!/
is shifted towards higher frequencies relative to the support of yf2. A numerical

computation gives kj yf2j � j yf3jk D C jsj kf2k with C D 13:5. As shown by (2.1),

the constant C grows proportionally to the center frequency � of yf2. It illustrates

the instability of the Fourier modulus under the action of diffeomorphisms.

On the contrary, the scattering distance remains stable. We numerically obtain

k xSf2 � xSf3k D C jsj kf2k with C D 1:5, and this constant does not grow with �.

It illustrates the Lipschitz continuity of a scattering relative to deformations. In the

fourth row, f4 is a sum of two high-frequency Gabor functions, and j yf4.!/j in-

cludes two narrow peaks localized within the support of yf3. The wavelet transform

has a bad frequency localization at such high frequencies and cannot discriminate

the two frequency peaks of yf4 from yf3. However, these two frequency peaks cre-

ate low-frequency interferences, which appear in the graph of f4, and which are

captured by second-order scattering coefficients. As a result, xSf4 is very different

from xSf3, which illustrates the high-frequency resolution of a scattering transform

obtained through interferences.
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4 Scattering Stationary Processes
A scattering defines a representation of stationary processes in l2.P1/ hav-

ing different properties from a Fourier power spectrum. The Fourier power spec-

trum depends only on second-order moments. A scattering transform incorporates

higher-order moments that can discriminate processes having the same second-

order moments. Section 4.2 shows that it is Lipschitz-continuous to random defor-

mations up to a log term.

4.1 Expected Scattering
The properties of a scattering transform in L2.Rd / are extended to stationary

processes X.x/ with finite second-order moments. The role of the L2.Rd / norm

on functions is replaced by the mean-square normE.jX.x/j2/1=2 on stationary sto-

chastic processes, which does not depend upon x and is thus denoted E.jX j2/1=2.

Convolutions as well as a modulus preserve stationarity. If X.x/ is stationary, we

have that U Œp�X.x/ is also stationary, and its expected value thus does not depend

upon x.

DEFINITION 4.1. The expected scattering transform of a stationary process X is

defined for all p D .
1; 
2; : : : ; 
m/ 2 P1 by

xSX.p/ D E.U Œp�X/ D E.j jX ?  �1
j ? � � � j ?  �m

j/:
This definition replaces the normalized integral of the scattering transform (2.16)

by an expected value. The expected scattering distance between two stationary pro-

cesses X and Y is

k xSX � xSY k2 D
X

p2P1

j xSX.p/ � xSY.p/j2:

Scattering coefficients depend upon normalized high-order moments of X . This

is shown by decomposing

jU Œp�X.x/j2 D E.jU Œp�X j2/.1C �.x//:

A first-order approximation assumes that j�j � 1. Since
R

 �.x/dx D 0 and

U Œp�X.x/ D pjU Œp�X.x/j2, computing U Œp C 
�X D jU Œp�X ?  �j withp
1C � 
 1C �=2 gives

(4.1) U Œp C 
�X 
 jjU Œp�X j2 ?  �j
2E.jU Œp�X j2/1=2 :

Iterating on (4.1) proves that xSX.p/ D E.U Œp�X/ for p D .
1; 
2; : : : ; 
m/

depends on normalized moments of X of order 2m, successively filtered by the

wavelets  �k
for 1 � k � m.

The expected scattering transform is estimated by computing a windowed scat-

tering transform of a realization X.x/:

SJ ŒPJ �X D fSJ Œp�Xgp2PJ
with SJ Œp�X D U Œp�X ? �2J :
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Since
R

�2J .x/dx D 1, we have that E.SJ Œp�X/ D E.U Œp�X/ D xSX.p/. So

SJ ŒPJ �X is an unbiased estimator of f xSX.p/gp2PJ
.

The autocovariance of a real stationary process X is denoted

RX.�/ D E
�

.X.x/ �E.X//.X.x � �/ �E.X//�:
Its Fourier transform bRX.!/ is the power spectrum of X . The mean-square norm

of SJ ŒPJ �X D fSJ Œp�Xgp2PJ
is written

E.kSJ ŒPJ � Xk2/ D
X

p2PJ

E.jSJ Œp�X j2/:

The following proposition proves that SJ ŒPJ �X and xSX are nonexpansive and

that xSX 2 l2.P1/. The wavelet  is assumed to satisfy the Littlewood-Paley

condition (2.7).

PROPOSITION 4.2. If X and Y are finite second-order stationary processes, then

E.kSJ ŒPJ �X � SJ ŒPJ �Y k2/ � E.jX � Y j2/;(4.2)

k xSX � xSY k2 � E.jX � Y j2/;(4.3)

k xSXk2 � E.jX j2/:(4.4)

PROOF. We first show that WJX D fAJX; .W Œ
�X/�2ƒJ
g is unitary over sta-

tionary processes. Let us denote

E.kWJXk2/ D E.jAJX j2/C
X

�2ƒJ

E.jW Œ
�X j2/:

BothAJX D X?�2J andW Œ
�X D X? � are stationary. Since
R

�2J .x/dx D 1

and
R

 �.x/dx D 0, we have that E.AJX/ D E.X/ and E.W Œ
�X/ D 0. Since

the power spectrum of AJX and W Œ
�X is, respectively, bRX.!/j y�.2J!/j2 and
bRX.!/j y �.!/j2, we get

E.jAJX j2/ D
Z

bRX.!/j y�.2J!/j2 d! CE.X/2

and

E.jW Œ
�X j2/ D
Z

bRX.!/j y �.!/j2 d!:

Since E.jX j2/ D R

bRX.!/d! C E.X/2, the same proof as in Proposition 2.1

shows that the wavelet condition (2.7) implies that E.kWJXk2/ D E.jX j2/.
The propagator UJX D fAJX; .jW Œ
�X j/�2ƒJ

g satisfies

E.kUJX � UJY k2/ � E.kWJX �WJY k2/ D E.jX � Y j2/
and is thus nonexpansive on stationary processes. We verify as in (2.23) that

UJ U Œƒ
m
J �X D fSJ ŒƒmJ �X; U ŒƒmC1

J �Xg:
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Since PJ D SC1
mD0ƒmJ , one can compute SJ ŒPJ �X by iteratively applying the

nonexpansive operator UJ . The nonexpansive property (4.2) is derived from the

fact that UJ is nonexpansive, as in Proposition 2.5.

Let us prove (4.3). Since xSX.p/ D E.SJ Œp�X/ and xSY.p/ D E.SJ Œp�Y /,
X

p2PJ

j xSX.p/ � xSY.p/j2 � E.kSJ ŒPJ �X � SJ ŒPJ �Y k2/ � E.jX � Y j2/:

Letting J go to 1 proves (4.3). The last inequality (4.4) is obtained by setting

Y D 0. �
Paralleling the scattering norm preservation in L2.Rd /, the following theorem

proves that SJ ŒPJ � preserves the mean-square norm of stationary processes:

THEOREM 4.3. If the wavelet satisfies the admissibility condition (2.28) and if X
is stationary with E.jX j2/ < 1, then

(4.5) E.kSJ ŒPJ �Xk2/ D E.jX j2/:
PROOF. The proof of (4.5) is almost identical to the proof of (2.29) in The-

orem 2.6 if we replace f by X , j yf .!/j2 by the power spectrum bRX.!/, and

kf k2 by E.jX j2/. We proved that E.kWJXk2/ D E.jX j2/, so we also have

E.kUJXk2/ D E.jX j2/. In the derivations of Lemma 2.8, replacing fp D U Œp�f

by Xp D U Œp�X and j yfp.!/j2 by bRXp.!/ proves that

˛

2
E.kU ŒPJ �Xk2/ � max.J C 1; 1/E.jX j2/C

X

j>0

X

r2GC

jE.jX ?  2j r j2/:

Since PJ D S

m2N ƒ
m
J , if the right-hand side term is finite, then

(4.6) lim
m!1E.kU ŒƒmJ �Xk2/ D 0:

The same density argument as in the proof of Theorem 2.6 proves that (4.6) also

holds if E.jX j2/ < 1 because bRX.!/ is integrable.

Since E.kUJXk2/ D E.jX j2/ and UJU Œƒ
m
J �X D fSJ ŒƒmJ �X; U ŒƒmC1

J �Xg,

iterating m times on UJ proves as in (2.32) that

E.jX j2/ D
m�1
X

nD0
E.kSJ ŒƒnJ �Xk2/CE.kU ŒƒmJ �Xk2/:

When m goes to 1, (4.6) implies (4.5). �
A windowed scattering SJ Œp� D U Œp�X ? �2J averages U Œp�X over a do-

main whose size is proportional to 2J . If U Œp�X is ergodic, it thus converges to
xSX.p/ D E.U Œp�X/ when J goes to 1. The windowed transformed scatter-

ing SJ ŒPJ �X is said to be a mean-square consistent estimator of xSX if its total

variance over all paths converges to 0:

lim
J!1E.kSJ ŒPJ �X � xSJXk2/ D lim

J!1
X

p2PJ

E.jSJ Œp�X � xSX.p/j2/ D 0:
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FIGURE 4.1. Decay of log2E.kSJ ŒPJ �X � xSXk2/ as a function of J

for a Gaussian white noiseX (bottom line) and a moving average Gauss-

ian process (top line) along frequency-decreasing paths.

Mean-square convergence implies convergence in probability and therefore that

SJ ŒPJ �X converges to xSX with probability 1.

For a large class of ergodic processes X , including Gaussian processes, mean-

square convergence is observed numerically, with E.jSJ ŒPJ �X � xSJX/j2/ �
C 2�˛J for C > 0 and ˛ > 0. When J increases, the global variance of SJ ŒPJ �X
decreases despite the path subdivision into new paths because each modulus re-

duces the variance by removing random phase variations. The variance of SJ Œp�X

thus decreases when the path length increases, and it is concentrated over a small

number of frequency-decreasing paths. For a Gaussian white noise and a moving

average Gaussian process of unit variance, Figure 4.1 shows that, computed over all

frequency-decreasing paths, logE.kSJ ŒPJ �X � xSXk2/ decays linearly as a func-

tion J . For the correlated Gaussian process, the decay begins for 2J � 24, which

is the correlation length of this process. Indeed, the averaging by �2J effectively

reduces the estimator variance when 2J is bigger than the correlation length.

CONJECTURE 4.4. If X is a Gaussian stationary process with kRXk1 < 1, then
SJ ŒPJX� is a mean-square consistent estimator of xSX .

The following corollary of Theorem 4.3 proves that mean-square consistency

implies an expected scattering energy conservation.

COROLLARY 4.5. For an admissible scattering wavelet that satisfies condition
(2.28), SJ ŒPJ �X is mean-square consistent if and only if

(4.7) k xSXk2 D E.jX j2/;
and mean-square consistency implies that for all 
 2 ƒ1
(4.8)

X

p2P1

j xSX.
C p/j2 D E.jX ?  �j2/:

PROOF. We have from Theorem 4.3 that E.kSJ ŒPJ �Xk2/ D E.jX j2/. Since

E.kSJ ŒPJ �Xk2/ D
X

p2PJ

E.SJ Œp�X/
2 CE.jSJ ŒPJ �X �E.SJ ŒPJ �X/j2/
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and E.SJ Œp�X/ D xSX.p/, we derive that

lim
J!1E.kSJ ŒPJ �X �E.SJ ŒPJ �X/k2/ D 0

if and only if k xSXk2 D E.jX j2/. Moreover, since U Œp�U Œ
�X D U Œ
Cp�X for

all 
 2 ƒ1, applying (4.7) to U Œ
�X instead of X proves (4.8). �

The expected scattering can be represented by a singular scattering spectrum in
xP1. Similarly to Section 3.2, we associate to xSX.p/ D E.U Œp�X/ a function that

is piecewise constant in xP1,

(4.9) 8q 2 xP1 PJX.q/ D
X

p2PJ

xSX.p/2 1CJ .p/.q/

kSJ Œp�ık2 :

The following proposition proves that PJ converges to a singular measure,

called a scattering power spectrum.

PROPOSITION 4.6. PJX.q/ converges in the sense of distributions to a Radon
measure in xP1, supported in P1:

(4.10) PX.q/ D lim
J!1PJX.q/ D

X

p2P1

xSX.p/2ı.q � p/:

PROOF. For any p 2 P1, the Dirac ı.p � q/ is defined as a linear form sat-

isfying
R

xP1
f .q/ı.p � q/d�.q/ D f .p/ for all continuous functions f .q/ of

xP1 relative to the scattering metric. For all J 2 Z, �.CJ .p// D kSJ Œp�ık2,

p 2 CJ .p/, and limJ!1 �.CJ .p// D 0. We thus obtain the following conver-

gence in the sense of distributions:

lim
J!1

1CJ .p/.q/

kSJ Œp�ık2 D ı.q � p/:

Letting J go to 1 in (4.9) proves (4.10). �

If SJ ŒPJ �X is mean-square consistent, then (4.8) implies that the scattering

spectrum PX.q/ is related to the Fourier power spectrum bRX.!/ by

(4.11)

Z

C.�/

PX.q/d�.q/ D E.jX ?  �j2/ D 1

2	

Z

bRX.!/j y .
�1!/j2 d!:

Let q.!/ be the function of Proposition 3.9, which maps the Lebesgue measure

of RdC into the Dirac scattering measure of xP1. It defines a scattering power

spectrumPX.q.!// over the half-frequency space ! 2 RdC. In dimension d D 1,

q�1.C.2j // D Œk k22j ; k k22jC1/, so (4.11) implies

Z k k22j C1

k k22j

PX.q.!//d! D 1

2	

Z

bRX.!/j y .2j!/j2 d!:
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FIGURE 4.2. (a) Realization of a Bernoulli processX1.x/ at the top and

a Gaussian white noiseX2.x/ at the bottom, both having a unit variance.

(b) Scattering power spectrum PXi .q.!// of each process as a function

of ! 2 Œ0; 	�. The values of PXi .q.!// are displayed in red, green,

blue, and violet for paths q.!/ of lengths 1, 2, 3, and 4, respectively.

Although PX.q.!// and bRX.!/ have the same integral over dyadic frequency

intervals, they have very different distributions within each of these intervals. In-

deed, (4.1) shows that if p is of length m, then E.U Œp�X/ depends upon normal-

ized moments of X of order 2m. We have that PX.q.!// depends upon arbitrarily

high-order moments of X , whereas bRX.!/ only depends upon moments of or-

der 2. Hence, PX.q/ can discriminate different stationary processes having the

same Fourier power spectrum and thus the same second-order moments.

Figure 4.2 gives the scattering power spectrum of a Gaussian white noise X2
and of a Bernoulli process X1 in dimension d D 1, estimated from a realization

sampled over N D 104 integer points. Both processes have a constant Fourier

power spectrum bRXi .!/ D 1 but very different scattering spectra. Their scatter-

ing spectrum PXi .q.!// is estimated by PJXi .q.!// in (4.9) at the maximum

scale 2J D N . It is a sum of spikes in Figure 4.2(b), which converges to a Radon

measure supported in P1 when increasing 2J D N . A Gaussian white noise X2
has a scattering spectrum mostly concentrated on paths q.!/ D .2j / of length 1.

These scattering coefficients appear as large-amplitude red spikes at dyadic po-

sitions in the bottom graph of Figure 4.2(b). Their amplitude is proportional to
xSX2.2j /2 � 2j . Other spikes in green correspond to paths q.!/ D .
1; 
2/ of
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length 2. They have a much smaller amplitude. Scattering coefficients for paths

of length 3 and 4, in blue and violet, are so small that they are not visible. The

top of Figure 4.2(b) shows the scattering spectrum PJX1.q.!// of a Bernouilli

process X1. It has a maximum amplitude for paths q.!/ of length 1 (in red), but

longer paths shown in green, blue, and violet also produce large scattering coef-

ficients as opposed to a Gaussian white noise scattering. Scattering coefficients

for paths p of length m depend upon the moments of X up to the order 2m. For

m > 1, large scattering coefficients indicate a strongly non-Gaussian behavior of

high-order moments.

4.2 Random Deformations
We now show that the scattering transform is nearly Lipschitz-continuous under

the action of random deformations. If � is a random process with kr�k1 D
jr�.x/j < 1, then x � �.x/ is a random diffeomorphism. If X.x/ and �.x/ are

independent stationary processes, then the action of this random diffeomorphism

onX.x/ defines a randomly deformed processL�X.x/ D X.x��.x// that remains

stationary.

The following theorem adapts the result of Theorem 2.12 by proving that the

scattering distance produced by a random deformation is dominated by a first-order

term proportional to E.kr�k21/. Let us denote

E.kU ŒPJ �Xk1/ WD
C1
X

mD0

�

X

p2ƒm
J

E.jU Œp�X j2/
�1=2

where ƒmJ is the set of paths p D .
k/k�m of length m with j
kj < 2J .

THEOREM 4.7. There exists a constant C such that for all independent stationary
processes � andX satisfying kr�k1 � 1

2
with probability 1, ifE.kU ŒPJ �Xk1/ <

1, then

(4.12) E.kSJ ŒPJ �L�X � SJ ŒPJ �Xk2/ � CE.kU ŒPJ �Xk1/2K.�/
with

(4.13) K.�/ D E

��

2�J k�k1 C kr�k1
�

log
k��k1
kr�k1

_ 1
�

C kH�k1
�2�

:

Over the subset PJ;m of paths in PJ of length strictly smaller than m,

(4.14) E.kSJ ŒPJ;m�L�X � SJ ŒPJ;m�Xk2/ � CmE.jX j2/K.�/:
PROOF. Similarly to the proof of Theorem 2.12, we decompose

E.kSJ ŒPJ �L�X � SJ ŒPJ �Xk2/ � 2E.kL�SJ ŒPJ �X � SJ ŒPJ �Xk2/
C 2E.kŒSJ ŒPJ �; L� �Xk2/:
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Appendix H proves that E.kŒSJ ŒPJ �; L� �Xk2/ � E.kU ŒPJ �Xk1/2B.�/ with

(4.15) B.�/ D C 2E

��

kr�k1
�

log
k��k1
kr�k1

_ 1
�

C kH�k1
�2�

;

and since

(4.16) E.kL�SJ ŒPJ �X � SJ ŒPJ �Xk2/ � C 2E.kU ŒPJ �Xk1/2E.2�J k�k21/;
we get (4.12). The commutator ŒSJ ŒPJ �; L� � and L�SJ ŒPJ ��SJ ŒPJ � are random

operators since � is a random process. The key argument of the proof is provided

by the following lemma, which relates the expected L2.Rd / sup norm of a random

operator to its norm on stationary processes. This lemma is proved in Appendix G.

LEMMA 4.8. Let K� be an integral operator with a kernel k� .x; u/ that depends
upon a random process � . If the following two conditions are satisfied:

E.k� .x; u/k
�
� .x; u

0// D xk� .x � u; x � u0/ and
“

jxk� .v; v0/j jv � v0jdv dv0 < 1;

then for any stationary process Y independent of � ,E.jK�Y.x/j2/ does not depend
upon x and

(4.17) E.jK�Y j2/ � E.kK�k2/E.jY j2/;
where kK�k is the operator norm in L2.Rd / for each realization of � .

This result remains valid when replacing SJ ŒPJ � by SJ ŒPJ;m� and U ŒPJ � by

U ŒPJ;m�. With the same argument as in the proof of (2.60), we verify that

E.kU ŒPJ;m�Xk1/ � mE.jX j2/1=2;
which proves (4.14). �

Small stationary deformations of stationary processes result in small modifica-

tions of the scattering distance, which is important to characterize deformed sta-

tionary processes as in image textures [3]. The following corollary proves that

the expected scattering transform is almost Lipschitz-continuous in the size of the

stochastic deformation gradient r� , up to a log term.

COROLLARY 4.9. There exists C such that for all independent stationary pro-
cesses � and X satisfying kr�k1 � 1

2
with probability 1, if E.kU ŒP1�Xk1/ <

1, then

(4.18) k xSL�X � xSXk2 � CE.kU ŒP1�k1/E.jX j2/K.�/
with

(4.19) K.�/ D E

��

kr�k1
�

log
k��k1
kr�k1

_ 1
�

C kH�k1
�2	

:
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PROOF. Because

E.kSJ ŒPJ �L�X � SJ ŒPJ �Xk2/ � kE.SJ ŒPJ �L�X/ �E.SJ ŒPJ �X/k2;
letting J go to 1 in (4.12) proves (4.18). �

5 Invariance to Actions of Compact Lie Groups
Invariant scattering is extended to the action of compact Lie groups G. Sec-

tion 5.1 builds scattering operators in L2.G/ that are invariant to the action of

G. Section 5.2 defines a translation- and rotation-invariant operator on L2.Rd / by

combining a scattering operator on L2.Rd / and a scattering operator on L2.SO.d//.

5.1 Compact Lie Group Scattering
Let G be a compact Lie group and L2.G/ be the space of measurable functions

f .r/ such that kf k2 D R

G jf .r/j2 dr < 1, where dr is the Haar measure of

G. The left action of g 2 G on f 2 L2.G/ is defined by Lgf .r/ D f .g�1r/.
This section introduces a scattering transform on L2.G/ that is invariant under the

action of G. It is obtained with a scattering propagator that cascades the modulus

of wavelet transforms defined on L2.G/.
The construction of Littlewood-Paley decompositions on compact manifolds

and in particular on compact Lie groups was developed by Stein [19]. Different

wavelet constructions have been proposed over manifolds [16]. Geller and Pe-

senson [8] have built unitary wavelet transforms on compact Lie groups, which

can be viewed as analogues of unitary wavelet transforms on the circle in R2. In

place of sinusoids, they use the eigenvectors of the Laplace-Beltrami operator of

an invariant metric defined on the group. Similarly to Meyer wavelets [14], these

basis elements are regrouped into dyadic subbands with appropriate windowing.

For any 2L � 1, it defines a scaling function z�2L.r/ and a family of wavelets

f z 2j .r/g�L<j<1 that are in L2.G/ [8]. The wavelet coefficients of f 2 L2.G/
are computed with left convolutions on the group G for each z
 D 2j ,

(5.1) zW Œz
�f .r/ D f ? z z�.r/ D
Z

G

f .g/ z z�.g
�1 r/dg;

and the scaling function performs an averaging on G,

(5.2) zALf .r/ D f ? z�2L.r/ D
Z

G

f .g/z�2L.g�1 r/dg:

The resulting wavelet transform of f 2 L2.G/ is

zWLf D f zALf; . zW Œz
�f /z�2 zƒL
g with zƒL D fz
 D 2j W j > �Lg:
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At the maximum scale 2L D 1, since z�1.r/ D .
R

G dg/�1 D jGj�1 is constant,

the operator zA0 performs an integration on the group,

(5.3) zA0f .r/ D jGj�1
Z

G

f .g/dg D const:

Wavelets are constructed to obtain a unitary operator [8]

(5.4) k zWLf k D kf k with zWLf k2 D k zALf k2 C
X

z�2 zƒL

k zW Œz
�f k2:

The Abelian group G D SO.2/ of rotations in R2 is a simple example param-

etrized by an angle in Œ0; 2	�. The space L2.G/ is thus equivalent to L2Œ0; 2	�.
Wavelets in L2.G/ are the well-known periodic wavelets in L2Œ0; 2	� [14]. They

are obtained by periodizing a scaling function �2L.x/ D 2�L�.2�Lx/ and wave-

lets  2j .x/ D 2j .2jx/ with .�;  / 2 L2.R/2:

(5.5) z�2L.x/ D
X

m2Z

�2L.x � 2	m/ and z 2j .x/ D
X

m2Z

 2j .x � 2	m/:

We suppose that y�.0/ D 1 and y�.2k	/ D 0 for k 2 Z � f0g. The Poisson

formula implies that z�.x/ D P

n2Z �.x � n/ D 2	 . Convolutions (5.1) and (5.2)

on the rotation group are circular convolutions of periodic functions in L2Œ0; 2	�.
With the Poisson formula, one can prove that the periodic wavelet transform zWL
is unitary if and only if .�;  / 2 L2.R/2 satisfy the Littlewood-Paley equalities

(2.7).

For a general compact Lie group G, we define a wavelet modulus operator by
zU Œz
�f D j zWLŒz
�f j, and the resulting one-step propagator is

zULf D f zALf; . zU Œz
�f j/z�2 zƒL
g:

Since zWL is unitary, we verify as in (2.24) that zUL is nonexpansive and preserves

the norm in L2.G/.
A scattering operator on L2.G/ applies zUL iteratively. Let zPL denote the set of

all finite paths zp D fz
1; z
2; : : : ; z
mg of length m, where z
k D 2jk 2 zƒL. Fol-

lowing Definition 2.2, a scattering propagator on L2.G/ is a path ordered product

of noncommutative wavelet modulus operators

zU Œ zp� D zU Œz
m� � � � zU Œz
2� zU Œz
1�;
with zU Œ¿� D Id.

Following Definition 2.4, a windowed scattering is defined by averaging zU Œ zp�f
through a group convolution with z�2L

(5.6) zSLŒ zp�f .r/ D zAL zU Œ zp�f .r/ D
Z

G

U Œ zp�f .g/z�2L.g�1 r/dg:
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It yields an infinite family of functions zSLŒ zPL�f D f zSLŒ zp�f g zp2 zPL
whose norm is

k zSLŒ zPL�f k2 D
X

zp2 zPL

k zSLŒ zp�f k2 with k zSLŒ zp�f k2 D
Z

G

j zSLŒ zp�f .r/j2 dr:

Since zU Œ zPL� is obtained by cascading the nonexpansive operator zUL, the same

proof as in Proposition 2.5 shows that it is nonexpansive:

8.f; h/ 2 L2.G/2 k zSLŒ zPL�f � zSLŒ zPL�hk � kf � hk:
Since zU Œ zPL� preserves the norm in L2.G/, to also prove as in Theorem 2.6 that

k zSLŒ zPL�f k D kf k, it is necessary to verify that limm!1 k zU ŒzƒmL �k2 D 0. For

the translation group where G D Rd , Theorem 2.6 proves this result by imposing

a condition on the Fourier transform of the wavelet. The extension of this result

is not straightforward on L2.G/ for general compact Lie groups G, but it remains

valid for the rotation group G D SO.2/ in R2. Indeed, periodic wavelets z z� 2
L2.SO.2// D L2Œ0; 2	� are obtained by periodizing wavelets  z� 2 L2.R/ in

(5.5), which is equivalent to subsampling uniformly their Fourier transform. If  

satisfies the admissibility condition of Theorem 2.6, then by replacing convolutions

with circular convolutions in the proof, we verify that the periodized wavelets z z�
define a scattering transform of L2Œ0; 2	� that preserves the norm k zSLŒ zPL�f k D
kf k.

When 2L D 1, zA0 is the integration operator (5.3) on the group, so zS0Œ zp�f .r/
does not depend on r . Following Definition 2.3, it defines a scattering transform

that maps any f 2 L2.G/ into a function of the path variable zp:

(5.7) 8 zp 2 zP0 zS0Œ zp�f D jGj�1
Z

G

U Œ zp�f .g/dg:

Over a compact Lie group, the scattering transform zS0Œ zP0�f D f zS0Œ zp�f g zp2 zP0
is

a discrete sequence in l2. zP0/. The following proposition proves that it is invariant

under the action Lgf .r/ D f .g�1r/ of g 2 G on f 2 L2.G/:

PROPOSITION 5.1. For any f 2 L2.G/ and g 2 G
(5.8) zS0Œ zP0�Lgf D zS0Œ zP0�f:

PROOF. Since zA0 and zW Œz
�f are computed with left convolutions on G, they

commute with Lg . We have that zU Œz
� and hence zS0Œ zPL� also commutes with Lg .

If zp 2 zP0, since zS0Œ zp�f .r/ is constant in r , zS0Œ zp�Lgf D Lg zS0Œ zp�f D zS0Œ zp�f ,

which proves (5.8). �
As in the translation case, the Lipchitz continuity of zSL under the action of

diffeomorphisms relies on the Lipschitz continuity of the wavelet transform zWL.

The action of a small diffeomorphism on f 2 L2.G/ can be written L�f .r/ D
f .�.r/�1r/ with �.r/ 2 G. The proof of Theorem 2.12 on Lipschitz continuity
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applies to any compact Lie groups G. The main difficulty is to prove Lemma 2.14,

which proves the Lipschitz continuity of zWL by computing an upper bound of the

commutator norm kŒ zWL; L� �k. The proof of this lemma can still be carried by

applying Cotlar’s lemma, but integration by parts and the resulting bounds require

appropriate hypotheses on the regularity and decay of z z�. If G D SO.2/, then the

proof can be directly adapted from the proof on the translation group by replacing

convolutions with circular convolutions. It proves that zSL is Lipschitz-continuous

under the action of diffeomorphisms on L2.SO.2//.

5.2 Combined Translation and Rotation Scattering
We construct a scattering operator on L2.Rd / that is invariant to translations

and rotations by combining a translation-invariant scattering operator on L2.Rd /
and a rotation-invariant scattering operator on L2.SO.d//.

Let G be a rotation subgroup of the general linear group of Rd , which also

includes the reflection �1 defined by �1x D �x. According to (2.2), the wavelet

transform in L2.Rd / is defined for any 
 D 2j r 2 2Z �G by W Œ
�f D f ?  �,

where  �.x/ D 2dj .2j r�1x/. Section 2.1 considers the case of a finite group G

that is a subgroup of SO.d/ if d is even or a subgroup of O.d/ if d is odd, while

including �1. The extension to a compact subgroup potentially equal to SO.d/ or

O.d/ is straightforward. We still denote by GC the quotient of G by f�1; 1g. The

wavelet transform of a complex-valued function is defined over all 
 2 2Z �G but

is restricted to 2Z � GC if f is real. All discrete sums on G and GC are replaced

by integrals with the Haar measure dr . The group is compact and thus has a finite

measure jGj D R

G dr . We have that these integrals behave as finite sums in all

derivations of this paper. The theorems proved for a finite group G remains valid

for a compact group G. In the following we concentrate on real-valued functions.

Let PJ be the countable set of all finite paths p D .
1; 
2; : : : ; 
m/ with 
k 2
ƒJ D f
 D 2j r W j > �J; r 2 GCg. The windowed scattering SJ ŒPJ �f D
fSJ Œp�f gp2PJ

is defined in Definition 2.4, but ƒJ and PJ are not discrete sets

anymore. The scattering norm is defined by summing the L2.Rd / norms of all

SJ Œp�f for all p D .2j1r1; : : : ; 2
jmrm/ 2 xPJ , with the Haar measure,

kSJ ŒPJ �f k2 D
1

X

mD0

X

j1>�J;:::;jm>�J

Z

GCm

kSJ Œ2j1r1; : : : ; 2
jmrm�f k2 dr1 � � � drm;

which is written

kSJ ŒPJ �f k2 D
Z

PJ

kSJ Œp�f k2 dp:

One can verify that SJ ŒPJ � is nonexpansive as in the case whereG is a finite group.

For an admissible scattering wavelet satisfying (2.28), Theorem 2.6 remains valid

and kSJ ŒPJ �f k D kf k.



GROUP INVARIANT SCATTERING 1377

The scattering SJ is covariant to rotations. Invariance to rotations in G is ob-

tained by applying the scattering operator zSL defined on L2.G/ by (5.6). Any

p D .
1; 
2; : : : ; 
m/ 2 PJ with 
1 D r2j1 can be written as a rotation p D r xp
of a normalized path xp D .x
1; x
2; : : : ; x
m/, where x
k D r�1
k and hence where
x
1 D 2j1 is a scaling without rotation. We have that

SJ Œp�f .x/ D SJ Œr xp�f .x/:
For each x and xp fixed, SJ Œr xp�f .x/ is a function of r that belongs to L2.G/.

We can thus apply the scattering operator zSLŒ zp� to this function of r . The result

is denoted zSLŒ zp�SJ Œr xp�f .x/ for all zp 2 zPL. This output can be indexed by the

original path variable p D r xp, and we denote the combined scattering by

(5.9) zSLŒ zp�SJ Œp�f .x/ WD zSLŒ zp�SJ Œr xp�f .x/:
This combined scattering cascades wavelet transforms and hence convolutions along

the spatial variable x and along the rotation r , which is factorized from each path.

In d D 2 dimensions then L2.SO.2// D L2Œ0; 2	�. The wavelet transform along

rotations is implemented by circular convolutions along the rotation angle variable

in Œ0; 2	�, with the periodic wavelets (5.5).

A combined scattering transform computes

zSLŒ zPL�SJ ŒPJ �f D f zSLŒ zp�SJ Œp�f gp2PJ ; zp2 zPL
:

Its norm is computed by summing the L2.Rd / norms k zSLŒ zp�SJ Œp�f k2:

(5.10) k zSLŒ zPL�SJ ŒPJ �f k2 D
X

zp2 zPL

Z

PJ

k zSLŒ zp�SJ Œp�f k2 dp:

Since zSLŒ zPL� and SJ ŒPJ � are nonexpansive, their cascade is also nonexpansive:

8.f; h/ 2 L2.Rd /2 k zSLŒ zPL�SJ ŒPJ �f � zSLŒ zPL�SJ ŒPJ �hk � kf � hk:
When J goes to 1, SJ ŒPJ � converges to the scattering transform xSf , which

is translation invariant and covariant to rotations: xS.r ı f /.p/ D xSf .rp/ for all

p 2 xP1. By setting 2L D 1, Proposition 5.1 proves that zS0Œ zP0� is invariant to

rotations in G. If G is the full rotation group SO.d/, then the combined scattering
zS0Œ zp� xSf .p/ for . zp; p/ 2 zP0 � xP1 defines a translation- and rotation-invariant

representation. Such translation- and rotation-invariant scattering representations

are used for the rotation-invariant classification of image textures [18]. For any

.c; g/ 2 Rd � SO.d/, we denote Lc;gf .x/ WD f .g�1.x � c//.
PROPOSITION 5.2. For all .c; g/ 2 Rd � SO.d/ and all f 2 L2.Rd /

(5.11) 8. zp; p/ 2 zP0 � xP1 zS0Œ zp� xS.p/Lc;gf D zS0Œ zp� xS.p/f:
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PROOF. The scattering transform in L2.Rd / is translation invariant and covari-

ant to rotations: xSLc;gf .p/ D xSf .g�1p/ for all p 2 xP1. Since g�1 acts as a ro-

tation on the path p, Proposition 5.1 proves that zS0Œ zp� xSf .g�1 p/ D zS0Œ zp� xSf .p/,
which gives (5.11). �

Appendix A Proof of Lemma 2.8
The proof of (2.35) shows that the scattering energy propagates towards lower

frequencies. It computes the average arrival log frequency of the scattering energy

kU Œp�f k for paths of length m and shows that it increases when m increases.

The arrival log frequency of p D f
k D 2jkrkgk�m is the log frequency index

log2 j
mj D jm of the last path element.

Let us denote em D kU ŒƒmJ �f k2 and xem D kSJ ŒƒmJ �f k2. The average arrival

log frequency among paths of length m is

(A.1) am D e�1
m

X

p2ƒm
J

jm kU Œp�f k2 � �J:

The following lemma shows that when m increases by 1, then am decreases by

nearly ˛=2, where ˛ is defined in (2.28).

LEMMA A.1. If (2.28) is satisfied, then

(A.2) 8m > 0
˛

2
em�1 � .am C J /em � .amC1 C J /emC1 C em�1 � em:

We first show that (A.2) implies (2.35) and then prove this lemma. Summing

over (A.2) gives

(A.3)
˛

2

m�1
X

kD0
ek � .a1CJ /e1� .amC1CJ /emC1Ce0�em � e0C .a1CJ /e1:

For m D 1, p D 2j r so a1 e1 D P

j>�J
P

r2GC j kW Œ2j r�f k2. Moreover,

e0 D kf k2, so

e0 C .a1 C J /e1 D kf k2 C
X

j>�J

X

r2GC

.j C J /kW Œ2j r�f k2:

Inserting this into (A.3) for m D 1 proves (2.35).

Lemma A.1 is proved by calculating the evolution of am as m increases. We

consider the advancement of a path p of lengthm�1with two steps pC2j rC2lr 0
and denote fp D U Œp�f . The average arrival log frequency am can be written as

the average arrival log frequency of kU Œp C 2j r�f k2 over all 2j r and all p of

length m � 1:

(A.4) am em D
X

p2ƒm�1
J

X

j>�J

X

r2GC

j kfp ?  2j rk2:
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After the second step, the average arrival log frequency of kU ŒpC2j rC2lr 0�f k2
over all p 2 ƒm�1

J , 2j r , and 2lr 0 is amC1:

amC1emC1 D
X

p2ƒm�1
J

X

j>�J

X

r2GC

X

l>�J

X

r 02GC

lkjfp ?  2j r j ?  2lr 0k2:

The wavelet transform is unitary and hence for any h 2 L2.Rd /

khk2 D
X

l>�J

X

r 02GC

kh ?  2lr 0k2 C kh ? �2J k2:

Applied to each h D fp ?  2j r in (A.4) this equation, together with

xem D
X

p2ƒm�1
J

X

j>�J

X

r2GC

kjfp ?  2j r j ? �2J k2 dr;

shows that I D am em � amC1emC1 C J xem satisfies

I D
X

p2ƒm�1
J

X

j>�J

X

r 02GC

�

X

l>�J

X

r2GC

.j � l/kjfp ?  2j r j ?  2lr 0k2

C .j C J /kjfp ?  2j r j ? �2J k2
�

:

A lower bound of I is calculated by dividing the sum on l for l � j and l < j .

In the jCJ �1 term for l < j , the index l is replaced by j �1 and the convolution

with �2J is incorporated in the sum:

(A.5)

I �
X

p2ƒm�1
J

X

j>�J

X

r 02GC

h

X

�J<l<j

�

X

r2GC

kjfp ?  2j r j ?  2l r 0k2
�

C kjfp ?  2j r j ? �2J k2

�
X

l>j

X

r2GC

.l � j /kjfp ?  2j r j ?  2l r 0 dr 0k2
i

dr:

Since wavelets satisfy the unitary property (2.7), for all real functions f 2
L2.Rd / and all q 2 Z,

(A.6)
X

�q�l>�J

X

r2GC

kf ?  2lrk2 C kf ? �2J k2 D kf ? �2q k2:

Indeed, (2.7) implies that

(A.7) j y�.2J!/j2 C 1

2

X

�q�l>�J

X

r2G
j y .2�lr�1!/j2 D jy�.2q!/j2:
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If f is real, then kf ?  2j rk D kf ?  �2j rk. Multiplying (A.7) by j yf .!/j2 and

integrating in ! proves (A.6). Inserting (A.6) in (A.5) gives

I �
X

p2ƒm�1
J

X

j>�J

X

r2GC

�

kjfp ?  2j r j ? �2�j C1k2

�
X

l>j

.l � j /�kjfp ?  2j r j ? �2�l k2 � kjfp ?  2j r j ? �2�lC1k2�
�

:

If  � 0 satisfies jy.!/j � jy�.2!/j, then for any f 2 L2.Rd / and any l 2 Z,

kf ? �2�lC1k2 � kf ? 2lrk2 with 2lr.x/ D 2dl.2lr�1x/:
We have that

I �
X

p2ƒm�1
J

X

j>�J

X

r2GC

�

kjfp ?  2j r j ? 2j rk2

�
X

l>j

.l � j /�kfp ?  2j rk2 � kjfp ?  2j r j ? 2l rk2
�

�

:

Applying Lemma 2.7 for h D 2lr and a frequency 2j r� proves that

kjfp ?  2j r j ? 2lrk � kfp ?  2j r ? 2lr;2j k
with 2lr;2j .x/ D 2lr.x/e

i2j r�:x

and y2lr;2j .!/ D y.2�lr�1! � 2j�l�/. We have that

I �
X

p2ƒm�1
J

X

j>�J

X

r2GC

�

kfp ?  2j r ? 2j r;2j k2

�
X

l>j

.l � j /�kfp ?  2j rk2 � kfp ?  2j r ? 2lr;2j k2�
�

:

We shall now rewrite this equation in the Fourier domain. Since fp.x/ 2 R,

j yfp.!/j D j yfp.�!/j, applying Plancherel gives

I � 1

2

X

p2ƒm�1
J

Z

j yfp.!/j2
X

r2G

X

j>�J

�

j y .2�j r�1!/j2 jy.2�j r�1! � �/j2

�
X

l>j

.l � j /j y .2�j r�1!/j2.1 � jy.2�lr�1! � 2j�l�/j2/
�

d!:

Inserting y‰ defined in (2.27) by

y‰.!/ D jy.! � �/j2 �
C1
X

kD1
k .1 � jy.2�k.! � �//j2/
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with k D l � j gives

I � 1

2

X

p2ƒm�1
J

Z

j yfp.!/j2
X

j>�J
b.2�j!/d!

with b.!/ D P

r2G y‰.r�1!/j y .r�1!/j2 . Let us add to I

xem�1 D
X

p2ƒm�1
J

kfp ? �2J k2 D
X

p2ƒm�1
J

Z

j yfp.!/j2 j y�.2J!/j2 d!:

Since  � 0, jy.!/j � y.0/ D 1 and hence y‰.!/ � 1. The wavelet unitary

property (2.7) together with y‰.!/ � 1 implies that

j y�.2J!/j2 D 1

2

X

j��J

X

r2G
j y .2�j r�1!/j2 � 1

2

X

j��J
b.2�j!/

so

I C xem�1 � 1

2

X

p2ƒm�1
J

Z

j yfp.!/j2
C1
X

jD�1
b.2�j!/d!:

If ˛ D inf1�j!j<2
P

j b.2
�j!/, then

P

j b.2
�j!/ � ˛ for all ! ¤ 0. If

hypothesis (2.28) is satisfied and hence ˛ > 0, then

I C xem�1 � ˛

2

X

p2ƒm�1
J

Z

j yfp.!/j2 d! D ˛

2

X

p2ƒm�1
J

kfpk2

D ˛

2

X

p2ƒm�1
J

kU Œp�f k2 D ˛

2
em�1:

Inserting I D am em � amC1 emC1 C J xem proves that

(A.8) am em � amC1 emC1 C J xem C xem�1 � ˛

2
em�1:

Since UJ preserves the norm, em D emC1 C xem; indeed, (2.23) proves that

UJU Œƒ
m
J �f D fU ŒƒmC1

J �f; SJ Œƒ
m
J �f g. Inserting xem D em � emC1 and xem�1 D

em�1 � em into (A.8) gives

˛

2
em�1 � .am C J /em � .amC1 C J /emC1 C em�1 � em;

which finishes the proof of Lemma A.1.
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Appendix B Proof of Lemma 2.11
Lemma 2.11 as well as all other upper bounds on operator norms are computed

with Schur’s lemma. For any operatorKf .x/ D R

f .u/k.x; u/du, Schur’s lemma

proves that

(B.1)

Z

jk.x; u/jdx � C and

Z

jk.x; u/jdu � C H) kKk � C;

where kKk is the L2.Rd / norm of K.
The operator norm of kJ D L�AJ�AJ is computed by applying Schur’s lemma

on its kernel,

(B.2) kJ .x; u/ D �2J .x � �.x/ � u/ � �2J .x � u/:
A first-order Taylor expansion proves that

jkJ .x; u/j �
ˇ

ˇ

ˇ

ˇ

Z 1

0

r�2J .x � u � t�.x// � �.x/dt
ˇ

ˇ

ˇ

ˇ

� k�k1
Z 1

0

jr�2J .x � u � t�.x//jdt

so

(B.3)

Z

jkJ .x; u/jdu � k�k1
Z 1

0

Z

jr�2J .x � u � t �.x//jdudt:

Since r�2J .x/ D 2�dJ�Jr�.2�Jx/, we have that

Z

jkJ .x; u/jdu � k�k12�dJ�J
Z

jr�.2�Ju0/jdu0

D 2�J k�k1 kr�k1:
(B.4)

Similarly to (B.3) we prove that

Z

jkJ .x; u/jdx � k�k1
Z 1

0

Z

jr�2J .x � u � t �.x//jdx dt:

The Jacobian of the change of variable v D x � t�.x/ is Id � tr�.x/, whose

determinant is larger than .1 � kr�k1/d � 2�d , so

Z

jkJ .x; u/jdx � k�k1 2d
Z 1

0

Z

jr�2J .v � u/jdv dt
D 2�J k�k1 kr�k1 2d :

Schur’s lemma (B.1) applied to this upper bound and (B.4) proves the lemma result:

kL�AJ � AJ k � 2�JCdkr�k1 k�k1:
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Appendix C Proof of (2.67)
We prove that

(C.1) kL�AJf � AJf C � � rAJf k � Ckf k 2�2J k�k21
by applying Schur’s lemma (B.1) on the kernel of kJ D L�AJ � AJ C � � rAJ :

kJ .x; u/ D �2J .x � �.x/ � u/ � �2J .x � u/C r�2J .x � u/ � �.x/:
Let Hf.x/ be the Hessian matrix of a function f at x and jHf.x/j the sup

matrix norm of this Hessian matrix. A Taylor expansion gives

jkJ .x; u/j D
ˇ

ˇ

ˇ

ˇ

Z 1

0

t�.x/ �H�2J .u � x � .1 � t /�.u// � �.x/dt
ˇ

ˇ

ˇ

ˇ

� k�k21
Z 1

0

jt j jH�2J .u � x � .1 � t /�.x//jdt:(C.2)

Since �2J .x/ D 2�dJ�.2�Jx/,H�2J .x/ D 2�Jd�2JH�.2�Jx/. With a change

of variable, (C.2) gives
Z

jkJ .x; u/jdu � k�k212�dJ�2J
Z

jH�.2�Ju0/jdu0

D 2�2J k�k21 kH�k1;
(C.3)

where kH�k1 D R jH�.u/jdu is bounded. Indeed, all second-order derivatives

of � at u are O..1C juj/�d�1/.
The upper bound (C.2) also implies that

Z

jkJ .x; u/jdx � k�k21
Z 1

0

jt j
Z

jH�2J .u � x � .1 � t /�.x//jdudt:

The Jacobian of the change of variable v D x � .1� t /�.x/ is Id � .1� t /r�.x/,
whose determinant is larger than .1 � kr�k1/d , so

Z

jkJ .x; u/jdx � k�k21 .1 � kr�k1/�d
Z 1

0

Z

jH�2J .v � u/jdv dt
D 2�2J k�k21 kH�k1 2d :(C.4)

The upper bounds (C.3) and (C.4) with Schur’s lemma (B.1) proves (C.1).

Appendix D Proof of Lemma 2.13

This appendix proves that for any operator L and any f 2 L2.Rd /

(D.1) kŒSJ ŒPJ �; L�f k � kŒUJ ; L�k kU ŒPJ �f k1 D kŒUJ ; L�k
1

X

nD0
kU ŒƒnJ �f k:
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For operators A and B , we denote by fA;Bg the operator defined by fA;Bgf D
fAf;Bf g. We introduce a wavelet modulus operator without averaging:

(D.2) VJf D fjW Œ
�f j D jf ?  �jg�2ƒJ

with ƒJ D f2j r W j > �J; r 2 GCg;
and UJ D fAJ ; VJ g. The propagator VJ creates all paths

VJU Œƒ
n
J �f D U ŒƒnC1

J �f for any n � 0:

Since U Œƒ0J � D Id, we have that V nJ D U ŒƒnJ �. Let PJ;m be the subset of PJ of

paths p of length smaller than m.

To verify (D.1), we shall prove that

(D.3) ŒSJ ŒPJ;m�; L� D
m

X

nD0
Km�nV nJ ;

where Kn D fŒAJ ; L�; SJ ŒPJ;n�1�ŒVJ ; L�g satisfies

(D.4) kKnk � kŒUJ ; L�k:
Since V nJ f D U ŒƒnJ �f , it implies that for any f 2 L2.Rd /

kŒSJ ŒPJ;m�; L�f k �
m

X

nD0
kKm�nk kV nJ f k � kŒUJ ; L�k

m�1
X

nD0
kU ŒƒnJ �f k;

and letting m tend to 1 proves (D.1).

Property (D.3) is proved by first showing that

(D.5) SJ ŒPJ;m�L D fLAJ ; SJ ŒPJ;m�1�LVJ g CKm;

where Km D fŒAJ ; L�; SJ ŒPJ;m�1� ŒVJ ; L�g. Indeed, since V nJ D U ŒƒnJ �, we

have that AJ V
n
J D SJ Œƒ

n
J � and PJ;m D Sm�1

nD0 ƒnJ yields

SJ ŒPJ;m� D fAJV nJ g0�n<m:
We have that

SJ ŒPJ;m�L D fAJ V nJ Lg0�n<m
D fLAJ C ŒAJ ; L�; AJV

n�1
J LVJ C AJV

n�1
J ŒVJ ; L�g1�n<m

D fLAJ ; SJ ŒPJ;m�1�LVJ g C fŒAJ ; L�; SJ ŒPJ;m�1� ŒVJ ; L�g
D fLAJ ; SJ ŒPJ;m�1�LVJ g CKm;

which proves (D.5).

A substitution of SJ ŒPJ;m�1�L in (D.5) by the expression derived by this same

formula gives

SJ ŒPJ;m�L D fLAJ ; LAJVJ ; SJ ŒPJ;m�2�LV 2J g CKm�1VJ CKm:
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With m substitutions, we obtain

SJ ŒPJ;m�L D fLAJV nJ g0�n<m C
m

X

nD0
Km�nV nJ

D LSJ ŒPJ;m�C
m

X

nD0
Km�nV nJ ;

which proves (D.3).

Let us now prove (D.4) onKm D fŒAJ ; L�; SJ ŒPJ;m�1� ŒVJ ; L�g. Since SJ ŒPJ �
is nonexpansive, its restriction SJ ŒPJ;m� is also nonexpansive. Given that UJ D
fAJ ; VJ g, we get

kKmf k2 D kŒAJ ; L�f k2 C kSJ ŒPJ;m�1�ŒVJ ; L�f k2
� kŒAJ ; L�f k2 C kŒVJ ; L�f k2 D kŒUJ ; L�f k2 � kŒUJ ; L�k2 kf k2;

which proves (D.4).

Appendix E Proof of Lemma 2.14
This section computes an upper bound of kŒWJ ; L� �k by considering

ŒWJ ; L� �
�ŒWJ ; L� � D

X

r2GC

1
X

jD�JC1
ŒW Œ2j r�; L� �

�ŒW Œ2j r�; L� �C ŒAJ ; L� �
� ŒAJ ; L� �:

Since kŒWJ ; L� �k D kŒWJ ; L� �� ŒWJ ; L� �k1=2,

kŒWJ ; L� �k �
X

r2GC

�

�

�

1
X

jD�JC1
ŒW Œ2j r�; L� �

�ŒW Œ2j r�; L� �
�

�

�

1=2

C kŒAJ ; L� �� ŒAJ ; L� �k1=2:
(E.1)

To prove the upper bound (2.59) of Lemma 2.14, we compute an upper bound for

each term on the right under the integral and the last term, which is done by the

following lemma.

LEMMA E.1. Suppose that h.x/, as well as all its first- and second-order deriva-
tives, have a decay in O..1 C jxj/�d�2/. Let Zjf D f ? hj with hj .x/ D
2djh.2jx/. There exists C > 0 such that if kr�k1 � 1

2
, then

(E.2) kŒZj ; L� �k � Ckr�k1;
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and if
R

h.x/dx D 0, then

(E.3)
�

�

�

C1
X

jD�1
ŒZj ; L� �

�ŒZj ; L� �
�

�

�

1=2 �

C

�

max

�

log
k��k1
kr�k1

; 1

�

kr�k1 C kH�k1
�

:

Inequality (E.3) clearly remains valid if the summation is limited to �J instead

of �1, since ŒZj ; L� �
�ŒZj ; L� � is a positive operator. Inserting in (E.1) both (E.2)

with h D � and (E.3) with h.x/ D  .r�1x/ for each r 2 GC and replacing �1
by �J proves the upper bound (2.59) of Lemma 2.14.

To prove Lemma E.1, we factorize

ŒZj ; L� � D Kj L� with Kj D Zj � L� Zj L�1
� :

Observe that

(E.4) kŒZj ; L� ��ŒZj ; L� �k1=2 D kL�
�K

�
j KjL�k1=2 � kL�k kK�

j Kj k1=2;
and that

(E.5)
�

�

�

C1
X

jD�1
ŒZj ; L� �

�ŒZj ; L� �
�

�

�

1=2 � kL�k
�

�

�

C1
X

jD�1
K�
j Kj

�

�

�

1=2

with kL�k � .1� kr�k1/�d . Since L�1
� f .x/ D f .�.x// with �.x� �.x// D x,

the kernel of Kj D Zj � L� Zj L�1
� is

(E.6) kj .x; u/ D hj .x � u/ � hj .x � �.x/ � uC �.u// det.Id � r�.u//:
By computing upper bounds of kKj k and k PC1

jD�1K�
j Kj k, the lemma is

proved. The sum over j is divided into three parts

(E.7)
�

�

�

C1
X

jD�1
K�
j Kj

�

�

�

1=2 �

�

�

�

���1
X

jD�1
K�
j Kj

�

�

�

1=2 C
�

�

�

�1
X

jD��
K�
j Kj

�

�

�

1=2 C
�

�

�

1
X

jD0
K�
j Kj

�

�

�

1=2
:

We shall first prove that

(E.8)
�

�

�

��
X

jD�1
K�
j Kj

�

�

�

1=2 �

C
�kr�k1 C 2�� k��k1 C 2��=2k��k1=21 kr�k1=21

�

:
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Then we verify that kKj k � Ckr�k1 and hence that

(E.9)
�

�

�

�1
X

jD��
K�
j Kj

�

�

�

1=2 � �kKj k � C�kr�k1:

The last term carries the singular part, and we prove that

(E.10)
�

�

�

1
X

jD0
K�
j Kj

�

�

�

1=2 � C.kr�k1 C kH�k1/:

Choosing � D max.logŒk��k1=kr�k1�; 1/ yields

�

�

�

C1
X

jD�1
K�
j Kj

�

�

�

1=2 � C

�

max

�

log
k��k1
kr�k1

; 1

�

kr�k1 C kH�k1
�

:

Inserting this result in (E.5) will prove the second lemma result (E.3). In the proof,

C is a generic constant that depends only on h but that evolves along the calcula-

tions.

The proof of (E.8) is done by decomposingKj D zKj;1C zKj;2, with a first kernel

(E.11) zkj;1.x; u/ D a.u/hj .x � u/ with a.u/ D �

1 � det.Id � r�.u//�;
and a second kernel

(E.12) zkj;2.x; u/ D det.Id � r�.u//�hj .x � u/ � hj .x � �.x/ � uC �.u//
�

:

This kernel has a similar form to the kernel (B.2) in Appendix B with �.x/ replaced

here by �.x/ � �.u/. The same proof shows that

(E.13) k zKj;2k � C 2j k��k1:
Taking advantage of this decay, to prove (E.8) we decompose

�

�

�

��
X

jD�1
K�
j Kj

�

�

�

1=2 �
�

�

�

��
X

jD�1
zK�
j;1

zKj;1
�

�

�

1=2

C
��
X

jD�1
.k zKj;2k C 21=2 k zKj;2k1=2k zKj;1k1=2/

and verify that

(E.14) k zKj;1k � Ckr�k1 and
�

�

�

0
X

jD�1
zK�
j;1

zKj;1
�

�

�

1=2 � Ckr�k1:

The kernel of the self-adjoint operator zK�
j;1

zKj;1 is

zkj .y; ´/ D
Z

zk�
j;1.x; y/

zkj;1.x; ´/dx D a.y/a.´/zhj ? hj .´ � y/;
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with zhj .u/ D h�
j .�u/. We now have that the kernel of zK D P

j�0 zK�
j;1

zKj;1 is

zk.y; ´/ D
X

j�0
zkj .y; ´/ D a.y/a.´/�.´ � y/ with �.x/ D

X

j�0
zhj ? hj .x/:

Applying Young’s inequality to k zKf k gives

k zKk � sup
u2Rd

ja.u/j2 k�k1:

Since y�.!/ D P

j�0 jyh.2�j!/j2 and yh.0/ D R

h.x/dx D 0 and h is regular with

a polynomial decay, we verify that k�k1 < 1. Moreover, since

.1 � det.Id � r�.u/// � .1 � kr�k1/d

we have supu ja.u/j � dkr�k1, which proves that k zKk1=2 � Ckr�k1. Since

k zKj;1k2 � k zKk, we get the same inequality for k zKj;1k2, which proves the two

upper bounds of (E.14).

The last sum
P1
jD0K�

j Kj carries the singular part of the operator, which is

isolated and evaluated separately by decomposing Kj D Kj;1 CKj;2, with a first

kernel

(E.15) kj;1.x; u/ D hj .x � u/ � hj ..Id � r�.u//.x � u// det.Id � r�.u//
satisfying Kj;11 D R

kj;1.x; u/du D 0 if
R

h.x/dx D 0. The second kernel is

kj;2.x; u/ D det.Id � r�.u//�hj ..Id � r�.u//.x � u//
� hj .x � �.x/ � uC �.u//

�

:
(E.16)

The sum
P

j�0K�
j;1Kj;1 has a singular kernel along its diagonal, and its norm is

evaluated separately with the upper bound

�

�

�

1
X

jD0
K�
j Kj

�

�

�

1=2 �
�

�

�

1
X

jD0
K�
j;1Kj;1

�

�

�

1=2

C
1

X

jD0
.kKj;2k C 21=2kKj;2k1=2kKj;1k1=2/:

(E.17)

We will prove that

(E.18) kKj;1k � Ckr�k1
and

(E.19) kKj;2k � C min.2�j kH�k1; kr�k1/:

These two inequalities imply that kKj k � Ckr�k1. Inserting this inequality in

(E.4) yields the first lemma result (E.2), and it proves (E.9). Equations (E.18) and
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(E.19) also prove that

(E.20)

1
X

jD0
.kKj;2k C 21=2kKj;2k1=2kKj;1k1=2/ � C.kr�k1 C kH�k1/:

If
R

h.x/dx D 0, then thanks to the vanishing integrals of kj;1 we will prove that

(E.21)
�

�

�

1
X

jD0
K�
j;1Kj;1

�

�

�

1=2 � C.kr�k1 C kH�k1/:

Inserting (E.20) and (E.21) into (E.17) proves (E.10).

Let us now first prove the upper bound (E.19) on Kj;2. The kernel of Kj;2 is

kj;2.x; u/ D det.Id � r�.u//�hj ..Id � r�.u//.x � u//
� hj .x � �.x/ � uC �.u//

�

:

A Taylor expansion of hj together with a Taylor expansion of �.x/ gives

(E.22) �.x/ � �.u/ D r�.u/.x � u/C ˛.u; x � u/
with

(E.23) ˛.u; ´/ D
Z 1

0

t´H�.uC .1 � t /´/´ dt;
so

(E.24)

kj;2.x; u/ D � det.Id � r�.u//
Z 1

0

rhj
�

.Id � tr�.u//.x � u/

C .1 � t /.�.u/ � �.x//�˛.u; x � u/dt:

For j � 0, we prove that kKj;2k decays like 2�j . First we observe that

jdet.Id � r�.u//j � 2d . Since rhj .u/ D 2jCdjrh.2ju/, the change of vari-

able x0 D 2j .x � u/ in (E.24) gives

Z

jkj;2.x; u/jdx � 2d
Z

ˇ

ˇ

ˇ

ˇ

Z 1

0

rh�

.Id � t r�.u//x0

C .1 � t /2j .�.u/ � �.2�jx0 C u//
�

2j˛.u; 2�jx0/dt
ˇ

ˇ

ˇ

ˇ

dx0:

For any 0 � t � 1

ˇ

ˇ.Id � tr�.u//x0 C .1 � t /2j .�.2�jx0 C u/ � �.u//ˇˇ �
jx0j.1 � kr�k1/ � jx0j

2
:
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Equation (E.23) also implies that

j2j˛.u; 2�jx0/j D 2�j
ˇ

ˇ

ˇ

ˇ

Z 1

0

tx0H�.uC .1 � t /2�jx0/x0 dt
ˇ

ˇ

ˇ

ˇ

� 2�j kH�k1
jx0j2
2
:

(E.25)

Since jrh.u/j � C.1C juj/�d�2, with the change of variable x D x0=2 we get

(E.26)

Z

jkj;2.x; u/jdx � C 2�j kH�k1:

For j � 0, we use a maximum error bound on the remainder ˛ of the Taylor

approximation (E.22):

j2j ˛.u; 2�jx0/j � 2 kr�k1 jx0j;
which proves that

R jkj;2.x; u/jdx � Ckr�k1 and hence that

(E.27)

Z

jkj;2.x; u/jdx � C min.2�j kH�k1; kr�k1/:

Similarly, with the change of variable u0 D 2j .x�u/, we compute
R jkj;2.x; u/jdu,

which leads to the same bound (E.27). Schur’s lemma gives

(E.28) kKj;2k � C min.2�j kH�k1; kr�k1/;
which finishes the proof of (E.19).

Let us now compute the upper bound (E.18) on Kj;1. Its kernel kj;1 in (E.15)

can be written kj;1.x; u/ D 2djg.u; 2j .x � u// with

(E.29) g.u; v/ D h.v/ � h..Id � r�.u//v/ det.Id � r�.u//:
A first-order Taylor decomposition of h gives

(E.30)

g.u; v/ D �

1 � det.Id � r�.u//�h.Id � r�.u/v/

C
Z 1

0

rh�

.1 � t /v C t .Id � r�.u//v� � r�.u/v dt:

Since det.Id�r�.u// � .1�kr�k1/d , we get .1�det.Id�r�.u/// � d kr�k1.

Moreover, kr�k1 � 1
2

, and h.x/ as well as its partial derivatives have a decay that

is O..1C jxj/�d�2/, so

(E.31) jg.u; v/j � Ckr�k1.1C jvj/�d�2;

so kj;1.x; u/ D O.2dj kr�k1.1C 2j jx � uj/�d�2/. Since
Z

jkj;1.x; u/jdu D O.kr�k1/ and

Z

jkj;1.x; u/jdx D O.kr�k1/;

Schur’s lemma (B.1) proves that kKj;1k D O.kr�k1/ and hence (E.18).
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Let us now prove (E.21) when
R

h.x/dx D 0. The kernel of the self-adjoint

operator Qj D K�
j;1Kj;1 is

(E.32)

xkj .y; ´/ D
Z

k�
j;1.x; y/kj;1.x; ´/dx

D
Z

22djg�.y; 2j .x � y//g.´; 2j .x � ´//dx

D
Z

2djg�.y; x0 C 2j .´ � y//g.´; x0//dx0:

The singular kernel xk D P

j
xkj of

P

j Qj almost satisfies the hypotheses of the

T(1) theorem of David, Journé, and Semmes [5] but not quite because it does not

satisfy the decay condition jxk.y; ´/� xk.y; ´0/j � C j´0 �´j˛ j´�yj�d�˛ for some

˛ > 0. We bound this operator with Cotlar’s lemma [20], which proves that if Qj
satisfies

(E.33) 8j; l kQ�
j Qlk � jˇ.j � l/j2 and kQj Q�

l k � jˇ.j � l/j2;
then

(E.34)
�

�

�

X

j

Qj

�

�

�

�
X

j

ˇ.j /:

SinceQj is self-adjoint, it is sufficient to bound kQl Qj k. The kernel ofQl Qj
is computed from the kernel xkj of Qj ,

(E.35) xkl;j .y; ´/ D
Z

xkj .´; u/xkl.y; u/du:

An upper bound of kQl Qj k is obtained with Schur’s lemma (B.1) applied to xkl;j .

Inserting (E.32) in (E.35) gives
Z

jxkl;j .y; ´/jdy D
Z

ˇ

ˇ

ˇ

ˇ

Z

g.u; x/g.u; x0/2dl g�.y; x C 2l.u � y//

� 2djg�.´; x0 C 2j .u � ´//dx dx0 du
ˇ

ˇ

ˇ

ˇ

dy:

(E.36)

The parameters j and l have symmetrical roles and we can thus suppose that j � l .

Since
R

h.x/dx D 0 we have from (E.29) that
R

g.u; v/dv D 0 for all u. For

v D .vn/n�d , one can thus write g.u; v/ D @xg.u; v/=@v1, and (E.31) implies that

(E.37) jxg.u; v/j � Ckr�k1.1C jvj/�d�1:
Let us make an integration by parts along the variable u1 in (E.36). Since all first-

and second-order derivatives of h.x/ have a decay that is O..1 C jxj/�d�2/, we

derive from (E.29) that for any u D .un/n�d 2 Rd and v D .vn/n�d 2 Rd ,

(E.38)

ˇ

ˇ

ˇ

ˇ

@g.u; v/

@u1

ˇ

ˇ

ˇ

ˇ

� CkH�k1.1C jvj.1 � kr�k1//�d�1;
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and from (E.30)

(E.39)

ˇ

ˇ

ˇ

ˇ

@g.u; v/

@v1

ˇ

ˇ

ˇ

ˇ

� Ckr�k1.1C jvj.1 � kr�k1//�d�1:

In the integration by parts, integrating 2djg.´; x0 C 2j .u � ´// brings out a term

proportional to 2�j , and differentiating g.u; x/g.u; x0/2dlg.y; x C 2l.u � y//

brings out a term bounded by 2l . An upper bound of (E.36) is obtained by inserting

(E.31), (E.37), (E.38), and (E.39), which proves that there exists C such that
Z

jxkl;j .y; ´/jdy � C 2.2�j kr�k31 kH�k1 C 2l�j kr�k41/
� C 2 2l�j .kr�k1 C kH�k1/4:

The same calculation proves the same bound on
R jxkl;j .y; ´/jd´, so Schur’s lemma

(B.1) implies that

kQl Qj k � C 2 2l�j .kr�k1 C kH�k1/4:
Applying Cotlar’s lemma (E.33) with ˇ.j / D C 2�jj j=2 .kr�k1 C kH�k1/2
proves that

(E.40)
�

�

�

C1
X

jD�1
K�
j;1Kj;1

�

�

�

D
�

�

�

X

j

Qj

�

�

�

� C.kr�k1 C kH�k1/2;

which implies (E.21).

Appendix F Proof of Lemma 3.6
We have from (3.15) that there exists �J with limJ!1 �J D 0 such that

sup

p2PJ ��f
J

�

�

�

�

SJ Œp�f � kSJ Œp�f k
kSJ Œp�ık SJ Œp�ı

�

�

�

�

2

� �J

2
kSJ Œp�f k2;

and
P

p2�f
J

kSJ Œp�f k2 � �J kf k2=8. Since kSJ ŒPJ �f k2 D kf k2, we get

(F.1)
X

p2PJ

�

�

�

�

SJ Œp�f � kSJ Œp�f k
kSJ Œp�ık SJ Œp�ı

�

�

�

�

2

� �J kf k2:

The set of all extensions of a p 2 PJ into PJC1 is defined in (2.37). It can be

rewritten PpJC1 D PJC1 \ CJ .p/, and (2.38) proves that

kSJ Œp�f � SJ Œp�hk2 �
X

p02PJ C1\CJ .p/

kSJC1Œp0�f � SJC1Œp0�hk2:

Iterating k times on this result yields

kSJ Œp�f � SJ Œp�hk2 �
X

p02PJ Ck\CJ Ck.p/

kSJCkŒp0�f � SJCkŒp0�hk2:
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Applying it to f and h D �pı with �p D kSJ Œp�f k=kSJ Œp�ık gives

kSJ Œp�f � �pSJ Œp�ık2 �
X

p02PJ Ck\CJ Ck.p/

kSJCkŒp0�f � �pSJCkŒp0�ık2:

Summing over p 2 PJ and applying (F.1) proves that

X

p2PJ

X

p02PJ Ck\CJ Ck.p/

�

�

�

�

SJCkŒp0�f � kSJ Œp�f k
kSJ Œp�ık SJCkŒp0�ı

�

�

�

�

2

� �J kf k2;

and hence

X

p2PJ

X

p02PJ Ck\CJ Ck.p/

ˇ

ˇ

ˇ

ˇ

kSJCkŒp0�f k
kSJCkŒp0�ık � kSJ Œp�f k

kSJ Œp�ık
ˇ

ˇ

ˇ

ˇ

2

kSJCkŒp0�ık2 � �J kf k2:

If q 2 CJCk.p0/, then SJCk.q/ D kSJCkŒp0�f k=kSJCkŒp0�ık. But p0 2 CJ .p/
so q 2 CJ .p/ and hence SJ .q/ D kSJ Œp�f k=kSJ Œp�ık.

Finally, kSJCkŒp0�ık2 D �.CJCk.p0//, so the sum can be rewritten as a path

integral
Z

P1

jSJCkf .q/ � SJf .q/j2 d�.q/ � �J kf k2;

which proves that fSJf gJ2N is a Cauchy sequence in L2. xP1; d�/.

Appendix G Proof of Lemma 4.8
This appendix proves that

(G.1) E.jK�X j2/ � E.kK�k2/E.jX j2/;
as well as a generalization to the sequence of operators at the end of the appen-

dix. The lemma result is proved by restricting X to a finite hypercube IT D
f.x1; x2; : : : ; xd / 2 Rd W 8i � d; jxi j � T g whose indicator function 1IT

defines

a finite energy process XT .x/ D X.x/1IT
.x/. We shall verify that E.jK�X.x/j2/

does not depend upon x and that

(G.2) E.jK�X.x/j2/ D lim
T!1

E.kK�XT k2/
.2 T /d

:

We first show how this result implies (G.1). The L2.Rd / operator norm defini-

tion implies

kK�XT k2 D
Z

jK�XT .x/j2 dx � kK�k2
Z

jXT .x/j2 dx:
Since X and � are independent processes,

E.kK�XT k2/ � E.kK�k2/E.jX j2/.2T /d :
Applying (G.2) thus proves the lemma result (G.1).
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To prove (G.2), we first compute

E.jK�X.x/j2/ D E

�

“

k� .x; u/k
�
� .x; u

0/X.u/X�.u0/du du0
�

:

Since X is stationary, E.X.u/X�.u0// D AX .u � u0/, and the lemma hypothesis

supposes that E.k� .x; u/k
�
� .x; u

0// D xk� .x � u; x � u0/. Since X and � are

independent, the change of variable v D x � u and v0 D x � u0 gives

E.jK�X.x/j2/ D
“

xk� .x � u; x � u0/AX .u � u0/du du0

D
“

xk� .v; v0/AX .v � v0/dv dv0;(G.3)

which proves that E.jK�X.x/j2/ does not depend upon x.

Similarly,

(G.4) E.jK�XT .x/j2/ D
“

xk� .v; v0/AX .v� v0/1IT
.v�x/1IT

.v0 �x/dv dv0;

and integrating along x gives

(G.5) .2T /�d E.kK�XT k2/ D
“

xk� .v; v0/AX .v� v0/.1� T .v� v0//dv dv0;

with

1 � T .v � v0/ D .2T /�d
Z

1IT
.v � x/1IT

.v0 � x/dx

D
d

Y

iD1

�

1 � jvi � v0
i j

2T

�

1IT
.v � v0/

and hence

(G.6) 0 � T .v/ � .2T /�1
d

X

iD1
jvi j � d.2T /�1jvj:

Inserting (G.3) into (G.5) proves that

.2T /�dE.kK�XT k2/ D E.jK�X.x/j2/
�

“

xk� .v; v0/AX .v � v0/T .v � v0/dv dv0:
(G.7)

Since
’ jxk� .v; v0/j jv � v0jdv dv0 < 1 and AX .v � v0/ � AX .0/ D E.jX j2/, we

have from (G.7) and (G.6) that

lim
T!1.2 T /

�dE.kK�XT k2/ D E.jK�X.x/j2/;
which proves (G.2).
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Lemma 4.8 is extended to sequences of operators xK� D fK�;ngn2I with kernels

fk�;ngn2I as follows: Let us denote

(G.8) k xK�Xk2 D
X

n2I
jK�;nX j2 and k xK�f k2 D

X

n2I
kK�;nf k2:

If each average bilinear kernel is stationary,

(G.9) E.k�;n.x; u/k
�
�;n.x; u

0// D xk�;n.x � u; x � u0/
and

(G.10)

“

ˇ

ˇ

ˇ

X

n2I
xk�;n.v; v0/

ˇ

ˇ

ˇ

jv � v0jdv dv0 < 1;

then

(G.11) E.k xK�Xk2/ � E.k xK�k2/E.jX j2/:
The proof of this extension follows the same derivations as the proof of (G.1)

for a single operator. It just requires replacing the L2.Rd / norm kf k2 by the norm
P

n2I kfnk2 over the space of finite energy sequences ffngn2I of L2.Rd / func-

tions and the sup operator norms in L2.Rd / by sup operator norms on a sequence

of L2.Rd / functions.

Appendix H Proof of Theorem 4.7
This appendix proves E.kŒSJ ŒPJ �; L� �Xk2/ � E.kU ŒPJ �Xk1/2B.�/ with

(H.1) B.�/ D CE

��

kr�k1
�

log
k��k1
kr�k1

_ 1
�

C kH�k1
�2�

and

E.kU ŒPJ �Xk1/ D
C1
X

mD0

�

X

p2ƒm
J

E.jU Œp�X j2/
�1=2

:

For this purpose, we shall first prove that if for any stationary process X

(H.2) E.kŒWJ ; L� �Xk2/ � B.�/E.jX j2/
where

E.kŒWJ ; L� �Xk2/ D E.jŒAJ ; L� �X j2/C
X

�2ƒJ

E.jŒW Œ
�; L� �X j2/;

then

(H.3) E.kŒSJ ŒPJ �; L� �Xk2/ � B.�/E.kU ŒPJ �Xk1/2:
Since a modulus operator is nonexpansive and commutes withL� , with the same

argument as in the proof of (2.55), we derive from (H.2) that

(H.4) E.kŒUJ ; L� �Xk2/ � B.�/E.jX j2/:
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The proof of Proposition 4.2 also shows that UJ is nonexpansive for the mean-

square norm on processes. Since SJ ŒPJ � is obtained by iterating on UJ , we have

that

E.kŒSJ ŒPJ �; L� �Xk2/ � B.�/E.kU ŒPJ �Xk1/2:
The proof of this inequality follows the same derivations as in Appendix D for

L D L� by replacing f by X , kf k2 by E.jX j2/, kU Œp�f k2 by E.jU Œp�X j2/,
and the L2.Rd / sup operator norm kŒUJ ; L�k by B.�/, which satisfies (H.4) for

all X .

The proof of (H.1) is ended by verifying that

(H.5) E.kŒWJ ; L� �Xk2/ � E.C 2.�//E.jX j2/
and hence B.�/ D E.C 2.�// with

C.�/ D C

�

kr�k1
�

log
k��k1
kr�k1

_ 1
�

C kH�k1
�

:

The inequality (H.5) is derived from Lemma 2.14, which proves that the L2.Rd /
operator norm of the commutator ŒWJ ; L� � satisfies

(H.6) kŒWJ ; L� �k � C.�/:

Let us apply to xK� D ŒWJ ; L� � D fŒAJ ; L� �; ŒW Œ
�; L� �g�2ƒJ
the extension

(G.11) of Lemma 4.8. This extension proves that if the kernels of the wavelet

commutator satisfy the conditions (G.9) and (G.10), then

E.kŒWJ ; L� �Xk2/ � E.kŒW;L� �k2/E.jX j2/:
Together with (H.6), it proves (H.5).

To finish the proof, we verify that the wavelet commutator kernels satisfy (G.9)

and (G.10). If Zjf .x/ D f ? hj .x/ with hj .x/ D 2djh.2jx/, then the kernel of

the integral commutator operator ŒZj ; L� � D ZjL� � L�Zj is

(H.7)
k�;j .x; u/ D hj .x � u � �.x//

� hj
�

x � u � ��

uC �.ˇ.u//
��

ˇ

ˇdet
�

Id � r��

uC �.ˇ.u//
��

ˇ

ˇ

�1

where ˇ is defined by ˇ.x/ D x C �.ˇ.x//. The kernel of ŒAJ ; L� � is k�;J
with h D �, and the kernel of ŒW Œ
�; L� � for 
 D 2j r is k�;j with h.x/ D
 .r�1x/. Since � and r� are jointly stationary, the joint probability distribution

of their values at x and u C �.ˇ.u// depends only upon x � u. We have that

E.k�;j .x; u/k�;j .x; u
0// D xk�;j .x � u; x � u0/ , which proves the kernel station-

arity (G.9) for wavelet commutators.

The second kernel hypothesis (G.10) is proved by showing that if jh.x/j D
O..1C jxj/�d�2/, then

“

ˇ

ˇ

ˇ

X

j��J
xk�;j .v; v0/

ˇ

ˇ

ˇ

jv � v0jdv dv0 < 1:
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Since xk�;j .v; v0/ D E.k�;j .x; x � v/k�;j .x; x � v0//, it is sufficient to prove that

there exists C such that for all x, with probability 1,

(H.8) I D
X

j��J

“

jk�;j .x; x � v/j jk�;j .x; x � v0/j jv � v0jdv dv0 � C:

Since hj .x/ D 2djh.2jx/ and u C �.ˇ.u// D ˇ.u/, we have from (H.7) that

k�;j .x; x � 2�jw/ D 2dj zk�;j .x; x � w/ with

(H.9)
zk�;j .x; x � w/ D h.w � 2j �.x//

� h�

w � 2j �.ˇ.x � 2�jw//
�

ˇ

ˇdet
�

Id � r�.ˇ.x � 2�jw//
�

ˇ

ˇ

�1
:

The change of variable w D 2j v and w0 D 2�j v0 in (H.8) shows that I D
P

j��J 2�j Ij with

Ij D
“

jzk�;j .x; x � w/j jzk�;j .x; x � w0/j jw � w0jdw dw0:

Since jh.w/j D O..1C jwj/�d�2/ and kr�k1 � 1
2

with probability 1, by com-

puting separately the integrals of each of the four terms of the product

jzk�;j .x; x C w/j jk�;j .x; x C w0/j jw � w0j;
with a change of variables y D wC 2j �.x/ and ´ D wC 2j �.ˇ.xC 2�jw//, we

verify that there exists C 0 such that Ij � C 0 and hence that I D P

j��J 2�j Ij �
2JC1C 0 with probability 1. This proves (H.8) and hence the second kernel hypoth-

esis (G.10).
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